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## Chapter 1: Introduction

### 1.1 Telecommunication

When writing this introduction I saw the following press release on the Internet: "Nielsen/ /Netratings reports a record balf billion people worldwide now have home internet access". The number of home users grew worldwide with $5 \%$ over the last quarter of 2001. The growth was nearly doubled compared to Q3 2001. The growth in Europe was $4.9 \%$, almost equal to the world growth. One in three households in Europe/Middle East and Africa have Internet access, compared with over half in the US. The Netherlands has $52 \%$ of the households connected to the Internet and $82 \%$ of the computers is connected to the Internet. Another press release also from Nielsen//Netratings was titled as "Broadband Usage Outpaces Narrowband for the first time." 1.19 billion of the total 2.3 billion hours was spent by broadband surfers online in January 2002 in the US. The broadband time spent in January 2002 was $64 \%$ higher than in January 2001. Nearly 21.9 million surfers (in the US) at-home accessed the Internet via broadband connection in January 2002 compared to 13.1 million in January 2001, a boost of $67 \%$ in one year time. So there is an unstoppable march towards broadband. (See www.nielsen-netratings.com)

This demand can be fulfilled with the tremendous bandwidth of the optical fiber of $30 \mathrm{THz}(1420-1670 \mathrm{~nm})$. It is not possible to directly address this complete band, since the current maximum speed of the electronics and modulators is $40-100 \mathrm{GHZ}$. Wavelength division multiplexing (WDM) is used to divide the band in multiple sub bands. The spacing between the sub band channels is defined by the ITU grid. Common spacings between channels are 12.5, 25, 50, 100 and 200 GHz . The device that combines these channels onto one fiber is called a Multiplexer (Mux) and the device that does the opposite, spatial separation of frequency channels onto different fibers, is called a demultiplexer (Demux). When Mux and Demux are combined it is possible to select only one (or more) channel to be dropped or added and leaving the remaining channels undisturbed. Such a device is called an Add-drop multiplexer (ADM). Optical transmission systems 3.28 Tbit/s over a few hundred of kilometers [Nielsen 2000] or 2 Tbit/s over almost ten thousand kilometers [Yamada 2002] have already bee reported.

### 1.2 Flamingo

This work has been performed in an STW project called "Flexible Multiwavelength Optical Local Access Network Supporting Multimedia Broadband Services" or "FLAMINGO". It consists of three tasks major tasks:
Task 1: Network issues Protocol issues. This task can be split up into two parts: Physical Systems Network Design, and Multidimensional Access and Control Mechanisms for Multiparty Multimedia Applications in WDM Optical Networks. Two PhD students work on this task.

Task 2: Tunable Add-drop wavelength multiplexer. This task is the topic of this thesis
Task 3: Wavelength converter: Conversion of the wavelength without affecting the contained data. This conversion will be done in the optical domain. So without transfer of the data stream to the electrical domain. One PhD student works on this task.

### 1.2.1 Network Architecture

The FLAMINGO network designed is a multiple slotted ring network as shown in Fig. 1.1. Access to the ring is via an Access Point (AP). The individual rings are connected by intelligent bridges. Multiple wavelengths (WDM) are used to transmit data. One of the wavelengths is used for carrying control information and header slots. The remaining wavelengths carry the payload (data). The slotted ring network has been treated in detail in [Dey 2000, Dey 2001]. The Add-drop multiplexers (ADM's) are part of the AP and Bridge.


Figure 1.1: Interconnected City Rings

### 1.2.2 Access point

The architecture of the AP is shown in Fig. 1.2. The functioning of the AP will be briefly explained. A more detailed description can be found in [Dey 2000, Dey 2001].


Figure 1.2: The FLAMINGO Access Point
The wavelength, containing control information is selected by an ADM and fed to the header processor. The configuration of the node i.e. state of the switches, transmitters, is controlled by the header processor. The payload remains undisturbed by the ADM. It will be delayed by a fiber delayline. The delay time is the time needed to configure the node. Ten percent of the payload information will be demultiplexed and sent to a receiver array and 90 percent will be demultiplexed and sent to high speed $2 \times 1$ switches. Depending on the state of the switch, the information is thrown away and new information can be added by the transmitter array or fed unchanged to a multiplexer where the payload wavelengths are combined again. New header information is added by a second ADM. The information is now sent to the next AP.

Actually in this AP architecture only half the functionality of each ADM is used, since one ADM is used for dropping and the other for adding. The required delay for header processing precludes using a single ADM for both add and drop functions. For different architectures [Keiser 1999] (or faster header processors), the full adddrop functionality in a single component is a valuable property. In the original Flamingo proposal it was possible to exploit the full capacity of the ADM, but since then this node has been evolved to a more complex structure that makes use of packet switching and multicasting [Dey 2000].

### 1.3 The binary tree add-drop multiplexer

The work performed for this thesis is the development of the ADM component as shown in Fig. 1.3 [Sikken 1997, Roeloffzen 2000]. It is composed of several building blocks that separate or combine the wavelengths.


Figure 1.3: Schematic drawing of an 1-from-8 add/drop multiplexer.
The first block separates the eight wavelengths channels up in odd and even numbered wavelengths. Such a block will be called a 'slicer', since the wavelengths are split up in an alternating way. The four odd-numbered channels are sent to the next slicer where the ensemble is once again split up in two times two channels. This continues until only one channel remains at the drop port. The remaining wavelengths are led to the combining part of the device where the wavelengths are recombined in a reverse manner. A new optical signal, at the same wavelength as the dropped channel can be injected at the drop port. The first and last slicers of the ADM, indicated with nr. 1, has to split/combine the neighboring wavelength channels with wavelength spacing $\Delta \lambda$ as shown in Fig. 1.4. Therefore it has as periodicity or free spectral range (FSR) of twice the channel spacing. The next slicer, indicated with nr. 2, has to split only the odd- wavelengths and has a double FSR compared to the first. The last two slicers have a FSR that is four times larger than the first. The channel numbers in Fig. 1.3 are just examples. Each slicer can be tuned over its FSR, which makes it possible, for example, to interchange the even and odd numbered channel groups at the first slicer level. In this way each individual channel can be selected for dropping and adding.


Figure 1.4: Responses of the slicers as pictured in Figure 1.3.
The number of wavelengths channels can easily be doubled to 16 by adding two new slicers in-between the add and drop. The FSR is again doubled for these two slicers. The following equation gives the relation between the number of wavelength channels and the number of slicers

$$
\begin{equation*}
\# \text { channels }=2^{\left(\frac{\# \text { slicers }}{2}\right)} \tag{1.1}
\end{equation*}
$$

This exponential relation is a real advantage of this device compared to the linear relation between the number of channels and number of delay lines in Resonant Coupler based filters [Offrein 1999].

The spectral transfer function of the ADM is mainly determined by the slicers having the smallest bandwidth (so the smallest FSR), which are the ones at level one. A flat passband is very desirable in order to optimize bandwidth utilization and to accommodate small wavelength deviations of the lasers or filters.

An other quality of the ADM is that it is an add-after-drop filter. This means that new information is added after dropping the old information so that the new information cannot leak into the drop port even if the slicers are not perfect [Roeloffzen 1999].

Since the splitting and combining parts are equal, every channel is filtered twice. Consider, for example, the case where in the situation of Fig. 1.3 a small part of the power at wavelength 5 is not crossed, but bar-transferred by the input slicer. This fraction thus arrives directly at combiner 1 , where again a small fraction will be transferred to the output, where it might interfere with the "add"-signal at wavelength 5. Since this unwanted crosstalk signal is in fact filtered by two equal slicers in cascade, the overall transfer function is effectively squared, thus doubling the crosstalk suppression (in dB ) compared to a single slicer.
Specifications for an ADM can be found at Telcordia [www.telcordia.com] and see also appendix 1 for the definitions of the specifications.

### 1.4 Integrated optics

The ADM will be realized using planar waveguide technology for integrated optics [Tamir 1979]. Integrated optics (IO )is similar to integrated electronics (IE) but instead of integration of many electronics building blocks (transistors) optical building blocks are combined on a chip. A major difference between IO and IE is that electrons are fermions and photons are bosons, so direct (without a material) interaction between photons is not possible. The most elemental integrated optical building block is the waveguide channel. Light can propagate through this waveguide in a same manner as through an optical fiber. In an optical fiber a thin rod of glass with certain refractive index is surrounded by glass having a lower refractive index. The light now propagates through the higher index material by means of total internal reflection. In integrated optics thin planar optical transparent layers are deposited on a flat substrate. These layers are then patterned in order to guide and manipulate the light.

The technology used at the MESA ${ }^{+}$institute of the University of Twente (where the devices were fabricated) is very similar to that used in the IC industry. Most equipment comes from the IC world and the devices are fabricated on silicon substrates. As a consequence, in principle, mass production of these IO devices is possible.

Halfway my work as PhD student I was invited by the Photonic Networks group of IBM Research Laboratory in Switzerland (Zurich) to design and fabricate the ADM using their integrated optical building blocks [Offrein 1999] and their technology [Germann 2000]. The used technology is similar and further optimized for specific
telecom applications than that of MESA ${ }^{+}$. The basic waveguide can be fabricated reproducibly and the waveguide loss is lower than $0.1 \mathrm{~dB} / \mathrm{cm}$.

### 1.5 Outline of the thesis

This thesis describes the realization of the tunable add-drop multiplexer, described above. The outline is as follows

- This chapter gives an introduction to the subject of this thesis.
- The theory and mathematical design of passband-flattened slicers is described in chapter 2.
- The mathematically designed filters are mapped to a planar waveguide structure in chapter 3. This chapter deals with all optical structures: straight waveguide channel bend waveguides, coupling elements, delay lines, and the designed slicers and ADM's.
- The designed structures are fabricated using SiON waveguide technology. Chapter 4 describes the fabrication process.
- The fabricated devices are characterized and the results are presented in chapter 5.
- Finally, Chapter 6 gives a summary of the results.


# Chapter 2: Theory and mathematical design of passband flattened slicers 

### 2.1 Introduction

In this chapter transfer matrix techniques and the z-transform are used to get a deeper understanding of the design of passband flattened filters. First, the transfer matrix and z-transform is explained on the basis of a simple Mach-Zehnder interferometer. Next, the $z$-transform is applied for designing passband flattened slicers using lattice filters. The dispersion and design tolerance of the slicers are examined. As an alternative, a different type of slicer, namely MZI+ ring, is investigated and compared to the lattice filter.

### 2.2 Mach-Zehnder Interferometer

The fundamental building block for making the filter is the Asymmetric MachZehnder interferometer (MZI) as shown in Figure 2.1. The MZI has two inputs and two outputs. It consists of two couplers with power coupling ratios $\kappa_{1}$ and $\kappa_{2}$, and a differential delay section. Due to this delay the output intensity of the MZI is wavelength dependent. The bar and cross transfer are periodic sine shaped functions as function of the frequency of the light.

(a)


Figure 2.1: An asymmetric Mach-Zebnder interferometer (a) and the bar and cross transfer (b). The black bars are the frequency channels.

In order to obtain a framework for describing this relatively simple device and the more advanced variations to be discussed later, we will first introduce the concepts of the transfer matrix, the normalized frequency and the z-transform [Madsen 1999, Oppenheim 1975]. The overall transfer matrix of the MZI will be calculated in terms of the $z$-parameter which maps to frequency. From this matrix, the cross (e.g. from input $E_{1}$ to output $E_{2}^{\prime}$, see Figure 2.2) and bar (e.g. $\mathrm{E}_{1}$ to $\mathrm{E}_{1}$ ') transfer functions are calculated.

### 2.3 Theory: Transfer matrix method and z-transform description of MZI

A versatile tool for describing the behavior of optical components is the transfer matrix which relates field quantities in one plane to those in another one. Consider, for example, a device having two input ports (carrying electric fields having complex amplitudes $E_{1}$ and $E_{2}$, respectively) and two output ports (with fields $E_{1}^{\prime}$ and $E_{2}{ }^{\prime}$ ) as shown in Figure 2.2.


Figure 2.2: Schematic drawing of the possible transfers in a $2 \times 2$ port. Reflections in the system are neglected.

The relation between the fields in the left plane and the fields in the right plane is then given by

$$
\left[\begin{array}{l}
E_{1}^{\prime}  \tag{2.1}\\
E_{2}^{\prime}
\end{array}\right]=\boldsymbol{H}\left[\begin{array}{l}
E_{1} \\
E_{2}
\end{array}\right]=\left[\begin{array}{ll}
H_{11} & H_{12} \\
H_{21} & H_{22}
\end{array}\right]\left[\begin{array}{l}
E_{1} \\
E_{2}
\end{array}\right]
$$

where the complex matrix $\boldsymbol{H}$ is called the transfer matrix consisting of two bar transfer functions ( $H_{11}$ and $H_{22}$ ) and two cross transfer functions ( $H_{12}$ and $H_{21}$ ). The transfer matrix $\boldsymbol{H}_{\text {tot }}$ of a composite device consisting of several concatenated elementary devices having individual transfer matrices $\boldsymbol{H}_{1}, \boldsymbol{H}_{2}, \ldots, \boldsymbol{H}_{n-1}, \boldsymbol{H}_{n}$ is found as

$$
\begin{equation*}
\boldsymbol{H}_{t o t}=\boldsymbol{H}_{n} \boldsymbol{H}_{n-1} \cdots \boldsymbol{H}_{2} \boldsymbol{H}_{1} \tag{2.2}
\end{equation*}
$$

Omitting a constant factor (representing the average delay and possible loss), the transfer matrix of a directional coupler is given by

$$
\boldsymbol{H}_{d c}=\left[\begin{array}{cc}
c & -j s  \tag{2.3}\\
-j s & c
\end{array}\right]
$$

where $c=\sqrt{1-\kappa}$ and $-j s=-j \sqrt{\kappa}$, and $\kappa$ is power coupling ratio.
The delay section of an MZI is formed by two independent waveguides having different lengths $L_{1}$ and $L_{2}$ respectively (we assume $L_{1}>L_{2}$ ). We assume almost identical branches (in particular having the same attenuation coefficient $\alpha$ of the -single- guided mode), but we allow for a small deviation from the average effective index $N_{e f f}$, leading to an additional phase delay $\varphi$ in branch 1 with respect to branch 2 . The transfer matrix of the delay section is then given by

$$
\boldsymbol{H}_{\text {delay }}=\left[\begin{array}{cc}
e^{-\alpha L_{1}} e^{-j k_{0} N_{e f f} L_{1}} e^{-j \varphi} & 0  \tag{2.4}\\
0 & e^{-\alpha L_{2}} e^{-j k_{0} N_{\text {eff }} L_{2}}
\end{array}\right]
$$

where $k_{0}=\omega / c$ is the vacuum wave number, $\omega$ the angular frequency of the guided wave, and $c$ the vacuum speed of light. It is useful to introduce the differential delay $T$ as

$$
\begin{equation*}
T=\frac{\left(L_{1}-L_{2}\right) N_{e f f}}{c}=\frac{\Delta L \cdot N_{e f f}}{c} \tag{2.5}
\end{equation*}
$$

Taking branch 2 as a reference, the transfer matrix is written in terms of $T$ :

$$
\boldsymbol{H}_{\text {delay }}=\gamma\left[\begin{array}{cc}
\gamma_{\Delta L} e^{-j \omega T} e^{-j \varphi} & 0  \tag{2.6}\\
0 & 1
\end{array}\right]
$$

where $\gamma=e^{-\alpha L_{2}} e^{-j k_{0} N_{e f f} L_{2}}$, comprising attenuation $|\gamma|=e^{-\alpha L_{2}} \quad$ (loss in decibels: $\left.A=-20 \times{ }^{10} \log |\gamma|\right)$ and an overall phase delay. The differential loss $\gamma_{\Delta L}=e^{-\alpha \Delta L}$ is the loss along the differential path length $\Delta L$. Noting that, except for the common factor $\gamma$, the delay-section has a periodic angular frequency response with period $\Delta \omega=2 \pi / T$ (or in frequency $\Delta f=1 / T$ ), it is useful to normalize the angular frequency with respect to the free spectral range $\left(\operatorname{FSR}_{f}=1 / T\right)$, so that the transfer function in terms of the normalized angular frequency $\omega^{\prime}=\omega T \quad\left(f^{\prime}=f T\right)$ will be periodic with period $\Delta \omega^{\prime}=2 \pi$ (or $\Delta f^{\prime}=1$ ). In digital filter theory the so-called ztransform is widely used in order to simplify mathematics. Then, by making the substitution

$$
\begin{equation*}
e^{-j \omega^{\prime}}=z^{-1} \tag{2.7}
\end{equation*}
$$

the transfer function becomes a polynomial in $z$, so that for instance transmission zeroes are given by the zeroes of this polynomial. However, only zeroes which lie exactly on the unit circle in the complex $z$-plane will be absolute transmission zeroes since Eq. (2.7) constrains $z$ to be on that circle. Applying this z-transform, we arrive at

$$
\boldsymbol{H}_{\text {delay }}=\gamma\left[\begin{array}{cc}
\gamma_{\Delta L} z^{-1} e^{-j \varphi} & 0  \tag{2.8}\\
0 & 1
\end{array}\right]
$$

The transfer matrix for the MZI can be calculated by simple multiplication of the transfer matrices.

$$
\begin{equation*}
\boldsymbol{H}_{M Z I}=\boldsymbol{H}_{d c_{2}} \boldsymbol{H}_{\text {delay }} \boldsymbol{H}_{d c_{1}} \tag{2.9}
\end{equation*}
$$

For simplicity we will neglect the common path length, since it adds only a constant loss and a linear phase to the frequency response. The loss along the differential path length will also be neglected, which is justified only if this differential loss is very low. With these simplifications, the following first order polynomials in $z^{-1}$ are found:

$$
\left[\begin{array}{cc}
H_{11}(z) & H_{12}(z)  \tag{2.10}\\
H_{21}(z) & H_{22}(z)
\end{array}\right]=\left[\begin{array}{cc}
-s_{1} s_{2}+c_{1} c_{2} z^{-1} e^{-j \varphi} & -j\left(c_{1} s_{2}+s_{1} c_{2} z^{-1} e^{-j \varphi}\right) \\
-j\left(s_{1} c_{2}+c_{1} s_{2} z^{-1} e^{-j \varphi}\right) & c_{1} c_{2}-s_{1} s_{2} z^{-1} e^{-j \varphi}
\end{array}\right]=\left[\begin{array}{cc}
A(z) & B^{R}(z) \\
B(z) & A^{R}(z)
\end{array}\right](2
$$

Note that the coefficients of the polynomial of $H_{22}(z)$ are in reverse order compared to $H_{11}(z)$. The same holds for $H_{12}(z)$ and $H_{21}(z)$. This symmetry property allows calculating $H_{22}(z)$ and $H_{21}(z)$ if $H_{11}(z)$ and $H_{12}(z)$ are known. The two polynomials
in the left-hand column, called the forward polynomials, are labeled $A(z)$ for the bar transfer and $B(z)$ for the cross transfer respectively. The two polynomials in the second column, called the reverse polynomials, are labeled $A^{\mathrm{R}}(z)$ and $B^{\mathrm{R}}(z)$ respectively (see appendix 2). These reverse polynomials appear in the z-transform description of many optical filters. The transfer matrix can also be written in terms of the roots of the polynomials as follows:

$$
\boldsymbol{H}_{M Z I}(z)=\left[\begin{array}{cc}
-s_{1} s_{2} z^{-1}\left(z-\frac{c_{1} c_{2}}{s_{1} s_{2}} e^{-j \varphi}\right) & -j c_{1} s_{2} z^{-1}\left(z-\left(\frac{-s_{1} c_{2}}{c_{1} s_{2}} e^{-j \varphi}\right)\right)  \tag{2.11}\\
-j s_{1} c_{2} z^{-1}\left(z-\left(\frac{-c_{1} s_{2}}{s_{1} c_{2}} e^{-j \varphi}\right)\right) & \left.-c_{1} c_{2} z^{-1}\left(z-\frac{s_{1} s_{2}}{c_{1} c_{2}} e^{-j \varphi}\right)\right)
\end{array}\right]
$$

For example the bar transfer $A(z)$ has a zero for $z=\frac{c_{1} c_{2}}{s_{1} s_{2}} e^{-j \varphi}$ and a pole at the origin $(z=0)$. A way to get insight into the polynomials is to plot al the poles and zeroes in the complex $z$-plane. Their position in the $z$-plane depends on the coupling ratios and the phase $\varphi$. The zeroes always lie on the real axis when $\varphi=0$. The transfer is zero if $z$ is equal to a zero point and infinite if equal to a pole. Since passive devices never have an infinite transfer, possible poles will never occur on the unit circle $z=e^{j \omega^{\prime}}$. An MZI transfer function, having a single pole at the center, clearly satisfies this condition. The behavior of a filter over its free spectral range can be investigated by evaluating its transfer matrix for all values of $z$ encountered by traveling once around the unit circle. The transfer goes to zero if $z$ crosses zero on the unit circle. However, a zero can also lie inside or outside the circle. The closer $z$ (on the unit circle) gets to a zero the lower the transfer is. Two zeroes at mirrored positions with respect to the unit circle $\left(z_{m}\right.$ and $1 / z_{m}^{*}$ ) will give the same amplitude transfer but a different phase transfer. The bar transfer ( $H_{11}$ and $H_{22}$ ) has only a zero on the unit circle if $\kappa_{1}=1-\kappa_{2}$ and the cross transfer $\left(H_{12}\right.$ and $\left.H_{21}\right)$ has a zero on the unit circle if $\kappa_{1}=\kappa_{2}$. With $\kappa_{1}=\kappa_{2}=0.5$, both the bar and the cross transfer functions have a zero on the unit circle as shown in Figure 2.3.
When the two couplers are equal the matrix reduces to

$$
\boldsymbol{H}_{M Z I}=\gamma\left[\begin{array}{cc}
-s^{2}+c^{2} z^{-1} & -j s c\left(1+z^{-1}\right)  \tag{2.12}\\
-j c s\left(1+z^{-1}\right) & c^{2}-s^{2} z^{-1}
\end{array}\right]=\gamma\left[\begin{array}{cc}
-s^{2} z^{-1}\left(z-\frac{c^{2}}{s^{2}}\right) & -j s c z^{-1}(z-(-1)) \\
-j s c z^{-1}(z-(-1)) & -c^{2} z^{-1}\left(z-\frac{s^{2}}{c^{2}}\right)
\end{array}\right]
$$

For convenience $\varphi$ has been neglected here. It can always be reintroduced at a later stage by replacing $z^{-1}$ by $z^{-1} e^{-j \varphi}$. This matrix shows that $H_{12}(z)$ and $H_{21}(z)$ will always have a zero on the unit circle but $H_{11}(z)$ and $H_{22}(z)$ will have a zero on the unit circle, only if $\kappa_{1}=\kappa_{2}=0.5$. This means that it is much easier to have complete isolation at the cross port than at the bar port.


Figure 2.3: Pole-zero diagram showing the zeroes of the bar and cross transfer of the ideal MZI.

The complete frequency response (optical power transfer for low losses) is given by

$$
\begin{equation*}
\left|H_{11}(\omega)\right|^{2}=\left|H_{22}(\omega)\right|^{2}=\gamma_{\Delta L} \sin ^{2}\left(\frac{\omega T}{2}\right)+\frac{1}{4}\left(1-\gamma_{\Delta L}\right)^{2} \tag{2.13}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|H_{12}(\omega)\right|^{2}=\left|H_{21}(\omega)\right|^{2}=\gamma_{\Delta L} \cos ^{2}\left(\frac{\omega T}{2}\right)+\frac{1}{4}\left(1-\gamma_{\Delta L}\right)^{2} \tag{2.14}
\end{equation*}
$$

The ideal (lossless) filter satisfies the simple condition $\left|H_{11}(\omega)\right|^{2}+\left|H_{12}(\omega)\right|^{2}=1$, which is obvious from power conservation (See appendix 3).

Figure 2.4 shows the frequency response of the MZI filter for several values of the differential loss. Note that the filter curve has a very narrow stopband. The width of the stopband at -25 dB is only $4 \%$ of the FSR.


Figure 2.4: Magnitude response for the Mach-Zebnder interferometer filter with differential loss of $0,0.5$ and 1 dB respectively.

### 2.3.1 Quality parameters

An important quality factor for a filter is the extinction (Ex), which is given by the ratio of maximum to minimum output at a given output port $\left(\mathrm{Y}_{\mathrm{j}}\right)$ with constant power (yet variable frequency) applied to a given input port ( $\mathrm{X}_{\mathrm{i}}$ ). So the extinction is the ratio between the maximum and minimum of a filter function.

$$
\begin{equation*}
E x=10 \log \left(\frac{P_{\max }}{P_{\min }}\right)=20 \log \left(\frac{E_{\max }}{E_{\min }}\right)=20 \log \left(\frac{\left|H_{i j}\right|_{\max }}{\left|H_{i j}\right|_{\min }}\right) \tag{2.15}
\end{equation*}
$$

The extinction for the cross transfer of an MZI with two identical couplers (eq. (2.12) ) is

$$
\begin{equation*}
E x_{\text {cross }} \equiv 20 \log \left(\frac{\left|H_{a b}\right|_{\max }}{\left|H_{a b}\right|_{\min }}\right)=20 \log \left(\frac{s^{2}+c^{2}}{\left|s^{2}-c^{2}\right|}\right)=-20 \log (|2 \kappa-1|) \tag{2.16}
\end{equation*}
$$

Figure 2.5 shows the extinction of the MZI for different power coupling coefficients $\kappa$.
It is obvious that the extinction is very sensitive to a change in de directional couplers.


Figure 2.5: Extinction of the MZI as function of the power coupling coefficient.

### 2.3.2 The Free Spectral Range

Actually, the relation between the delay $T$ of the MZI and the path length difference is a little bit more complicated than described above. The delay is the product of the length of the path ( $L_{1}$ or $L_{2}$ ) and the group index $\left(N_{g}\right)$ divided by the vacuum speed of the light

$$
\begin{equation*}
T=\frac{1}{F S R}=\frac{N_{g} L}{c_{0}} \tag{2.17}
\end{equation*}
$$

where

$$
\begin{equation*}
N_{g}=N_{e f f}\left(f_{0}\right)+\left.f_{0} \frac{d N_{e f f}}{d f}\right|_{f_{0}}=N_{e f f}\left(\lambda_{0}\right)-\left.\lambda_{0} \frac{d N_{e f f}}{d \lambda}\right|_{\lambda_{0}} \tag{2.18}
\end{equation*}
$$

The group index $N_{g}$ deviates considerably from the effective index $N_{\text {eff }}$ for the used waveguides. See table 3.1: $N_{\text {eff }}=1.462$ and $f^{d N_{e f f}} / d f=0.036$ at $\lambda_{0}=1550 \mathrm{~nm}$ ( $f=$ 193.4 THz). So $\mathbf{N}_{\mathrm{g}}=1.501$ and that is $2.5 \%$ difference.

### 2.3.3 Group Delay and Dispersion

The normalized group delay ( $\tau_{g}^{\prime}$ ) can be written as the negative derivative of the phase of the transfer function with respect to the normalized angular frequency ( $\omega^{\prime}$ ). The absolute group delay $\tau_{g}$ is found by multiplying $\tau_{g}^{\prime}$ by the actual differential delay $T$ of the MZI. So the absolute group delay is given in seconds and the normalized group delay in number of delay. Note that the group delay, from causality reasons is always larger than zero.

$$
\begin{equation*}
\tau_{g}^{\prime}=-\frac{d}{d \omega^{\prime}} \Phi\left(\omega^{\prime}\right)=-\left.\frac{d}{d \omega^{\prime}} \arg (H(z))\right|_{z=e^{j \omega^{\prime}}} \tag{2.19}
\end{equation*}
$$

The normalized dispersion of a filter is defined as

$$
\begin{equation*}
D^{\prime} \equiv \frac{d \tau_{g}^{\prime}}{d f^{\prime}}=2 \pi \frac{d \tau_{g}^{\prime}}{d \omega^{\prime}} \tag{2.20}
\end{equation*}
$$

and its relation with the standard definition of dispersion $(D)$ is

$$
\begin{equation*}
D=-c_{0}\left(\frac{T}{\lambda}\right)^{2} D^{\prime} \quad[\mathrm{ps} / \mathrm{nm}] \tag{2.21}
\end{equation*}
$$

where $c_{0}$ is the vacuum speed of the light.
A standard single mode fiber has a dispersion of $+17 \mathrm{ps} / \mathrm{nm} / \mathrm{km}$ at $\lambda=1550 \mathrm{~nm}$. The time delay for a filter with a FSR of 100 GHz is 10 ps , which gives $D=-12.5 D^{\prime}$ [ps/nm]. So for example if $D^{\prime}$ is $-1, D$ is equal to that of 0.7 km standard single mode fiber. Note that the dispersion is quadratically dependent on the time delay $(=1 / F S R)$. So the filters with the lowest $F S R$ have the highest dispersion.

The phase of the bar transfer of the non-ideal MZI with identical directional couplers (equation (2.12)) is

$$
\begin{equation*}
\Phi\left(\omega^{\prime}\right)=\tan ^{-1}\left(\frac{\frac{c^{2}}{s^{2}} \sin \left(\omega^{\prime}\right)}{1-\frac{c^{2}}{s^{2}} \cos \left(\omega^{\prime}\right)}\right) \tag{2.22}
\end{equation*}
$$

and the normalized group delay is

$$
\begin{equation*}
\tau_{g}^{\prime}\left(\omega^{\prime}\right)=\frac{\frac{c^{2}}{s^{2}}\left[\frac{c^{2}}{s^{2}}-\cos \left(\omega^{\prime}\right)\right]}{1-2 \frac{c^{2}}{s^{2}} \cos \left(\omega^{\prime}\right)+\frac{c^{4}}{s^{4}}} \tag{2.23}
\end{equation*}
$$

Figure 2.6 shows the normalized group delay of the MZI for different coupling constants. Note that the ideal MZI $(\kappa=0.5 \rightarrow c=s)$ has a constant group delay and thus no dispersion. The zeroes for $|z|>1$ are called maximum phase (since the delay has a maximum), and those with $|z|<1$ are called minimum-phase. The group delay at this single zero can easily be extended to multiple zeroes. The total phase is the sum of individual phases for each root. This follows from equation (2.2).

$$
\begin{equation*}
H\left(\omega^{\prime}\right)=\left|H_{1 z}\left(\omega^{\prime}\right)\right|\left|H_{2 z}\left(\omega^{\prime}\right)\right| \ldots\left|H_{N z}\left(\omega^{\prime}\right)\right| e^{j\left[\Phi_{1 z}\left(\omega^{\prime}\right)+\Phi_{2 z}\left(\omega^{\prime}\right)+\ldots+\Phi_{N z}\left(\omega^{\prime}\right)\right]} \tag{2.24}
\end{equation*}
$$



Figure 2.6: Group delay of the bar transmission of the MZI for various coupling constants.

Figure 2.7: shows the normalized dispersion of the MZI. Note that the dispersion sweep is in the stopband region and that dispersion is low in the passband region. The group delay and dispersion go to infinite, when $\kappa$ goes to 0.5 . This is possible since this is in the stopband region and the intensity transfer goes to zero.


Figure 2.7: Normalized dispersion for the bar transfer of the MZI.

### 2.4 Lattice filters

The disadvantage of the MZI filter is that its transfer is sine shaped. This results in very narrow stopband. For example, if -25 dB isolation is required, the stopband
width is only $8 \%$ of the channel spacing, so that $92 \%$ of the available spectrum must remain unused. Although the ideal rectangular-shaped filter transfer function, which would allow $100 \%$ spectrum use, cannot be realized for reasons of causality, several approaches are known from literature [Moslehi 1984] for improving on the simple MZI filter. One of them is the resonant couplers (RC, also called Multi-Stage Moving average filters or lattice filters). These filters can be implemented by cascading single MZIs, as shown in Figure 2.8. Here a 2-stage filter is shown, consisting of 2 delaylines and 3 couplers. This concept can be extended to more stages. An $N$-stage filter has $N$ delaylines and $N+1$ couplers. The filter has 2 inputs and 2 outputs. For simplicity the filters are assumed to have no loss. This means that the outputs are power complementary (The sum of the output power is $100 \%$ ). The best way to design such a filter is by using the z-transform description (polynomials) and the accompanying zero diagram as described above. One can find in literature a synthesis algorithm which calculates the power coupling ratios of each DC and the phase of the delay line from these polynomials [jinguji 1995, Madsen 1999]. This is a very important algorithm since it opens the way for using all the design tools for digital filters in order to design a desired filter that then can be mapped to a real optical filter layout. Due to chip space restrictions and optical losses, it is not possible to make an optical filter with a large number of delay lines. For example, a polynomial filter of order one hundred, which is very common in digital filters, is not (yet) possible. Also, every additional delay line needs an independent tuning element. Therefore it is important to design a filter using as few delay lines as possible.


Figure 2.8: 2 stage resonant coupler filter, consisting of three couplers and two delay lines

### 2.4.1 Filter Demands and design strategy

Since the filters are to be used in the binary tree ADM, they have to fulfill certain requirements. These filters send the channels alternating to the cross and the bar port. For this reason they are called slicers.

### 2.4.1.1 Demands

A good slicer has the following properties:

- Bar transfer must be equal to the cross transfer shifted by half $F S R$. The filter can then be used as slicer.
- To use the bandwidth as efficiently as possible, slicers having broad passbands and stopbands are necessary.
- low passband loss.
- Good isolation. It is difficult to fabricate filters having better isolation than 25 dB.


### 2.4.1.2 Design strategy

The following sections describe the design of passband-flattened slicers based on RC's.
The strategy followed in the design process is:

- Define the order of the filter. The number of zeroes is equal to the order.
- Generate the desired filter curve by positioning the zeroes in the complex plane. Zeroes on the unit circle give zero intensity transfer.
- Calculation of the bar transfer polynomial $A(z)$ from these zeroes
- Calculation of the cross transfer polynomial $B(z)$ from $A(z)$.
- Generation of the power coupling ratios and phases from $A(z)$ and $B(z)$.

First a third order passband flattened slicer having three zeroes is designed followed by a improved fifth order filter having five zeroes.

### 2.4.2 Third order slicer

The first order polynomial having one zero can be improved by adding a zero. Now two zeroes ( $z_{1}$ and $z_{2}$ ) are be placed on the unit circle, which ensures zero transfer at those normalized frequencies. This results in a second order polynomial having stopband broadening. There is a side-lobe in the transfer function in between the two zeroes that rises when the distance between the zeroes is increased. This gives a restriction of the width of the stopband. The disadvantage of this second order filter is that the passband is not flattened. For a passband flattening an extra zero $\left(z_{3}\right)$ is needed which lies in between the two zeroes but at the other side of the origin and not on the unit circle as shown in Figure 2.9a. The intensity transfer is shown in Figure 2.9 b . Here the distance between the two zeroes $z_{1}$ and $z_{2}$ is chosen so that the maximum of the side lobe is -25 dB . Increasing the distance results in a higher side lobe and broader stopband.


Figure 2.9: Zero diagram of the bar transfer $(A(\Sigma))$ and the intensity transfer for the third order lattice filter. It has three zeroes, two are on the unit circle $\left(z_{1}, z_{2}\right)$ and give a zero transfer; the third zero is on the Re axis and can be chosen inside $\left(z_{3}\right)$ or outside ( $1 / z_{3}^{*}$ ) the unit circle. Both give the same amplitude transfer.

Proper slicer operation requires identical cross and bar amplitude transfer functions, shifted over half FSR. This condition is easily satisfied by rotating the bar transfer zero diagram by $\pi$ in the complex plane. There is still a degree of freedom left, since the amplitude transfer does not change if $z_{3}$ is replaced by $1 / z_{3}{ }^{*}$. Both for the bar and the cross transfer, this zero can then be chosen to lie either inside or outside the unit circle, giving in total four possible solutions for this third order filter. These four different optical filter implementations have equal amplitude transfer but different phase transfer.

The parameters for the third order slicer of Figure 2.9 are shown in appendix 4.1, where these same formulation is used as the MZI (see section 2.2). The distance between the zeroes on the unit circle is chosen so that the side-lobe is at -25 dB . One of the couplers turns out to have $\kappa=0$, which means that this coupler is removed and the two neighboring delay lines are combined into one having the double delay. The three-stage filter is reduced to a two stage. Since the number of tuning elements is equal to the number of delay lines this implementation has also one tuning element less. The stopband width at -25 dB is $14 \%$ of the FSR or $28 \%$ of the channel spacing, $72 \%$ of the band cannot be used for data transmission. Since the filter is power complementary, -25 dB at the stopband corresponds to 0.014 dB at the passband.

When looking at the four possible filter implementations (appendix 4.1), it can be seen that these four solutions can be split up in two parts where one is a mirrored implementation of the other. This again shows that such a filter can be used both as filter and combiner. The last coupler can have a power coupling of 0.923 or 0.077 (=

1-0.923). The implementation with power coupling 0.077 will be chosen in the design of the ADM. It is the shortest coupler, which is therefore less sensitive to wavelength change. A schematic picture is shown in figure 2.11a.
The dispersion for this third order slicer is in contrast to the ideal MZI not zero anymore as shown in Figure 2.10. The minimum normalized dispersion is -2.6 , which is equal to 1.9 km of standard single mode fiber for a 100 GHz FSR filter.


Figure 2.10: Normalized group delay and normalized dispersion for the minimum phase case (₹1 inside the unit circle) of the third order 2 stage filter, bar response. The minimum and maximum dispersion is -2.6 and 2.6 respectively.

Further reduction of the size of the couplers can be obtained for all couplers with a $\kappa$ value larger than 0.5 by the following procedure:

1. $\kappa_{\text {new }}=1-\kappa_{\text {old }}$ (c and $s$ are interchanged)
2. flip all delay lines after DC
3. add $\pi$ phase shift of the first delay line after the DC .

This follows directly from the matrix of the DC (2.3)
Figure 2.11 shows this transformation for the two stage resonant coupler and the flipped version.

(a)


Figure 2.11: A schematic of a two-stage lattice filter. (a) Standard and (b) flipped. In the latter case the length of $\boldsymbol{\kappa}_{1}$ is reduced.

### 2.4.3 Fifth order slicer

Further improvement of the filter curve can be obtained by adding two more zeroes to the diagram, as shown in Figure 2.12. Three zeroes are on the unit circle $\left(z_{3}, z_{4}, z_{5}\right)$ giving a broader stopband width ( $24 \%$ of the FSR at -25 dB ). The distance between these zeros is chosen so that the side lobes in the stopband are -27 dB . The other two zeroes are placed at the opposite side of the imaginary axis and not on the unit circle to obtain passband flattening. Now the filter is also passband flattened and the cross transfer shape is equal to the bar (It is only shifted half FSR). These two zeros can be chosen individually inside or outside the unit circle. There are in total four possible configurations for these two zeroes giving sixteen solutions for the bar and the cross. The sixteen solutions are given in two tables in appendix 4.2. Some of the solutions have one coupler with $\kappa=0$. So this coupler can be removed and the two neighboring delay lines are combined to one having a double delay. The solution in bold has two couplers with a zero length and the rest of the couplers are also the shortest (for a non flipped lattice filter). The size of the coupler with $\kappa=0.79$ can be reduced to 0.21 by applying the flip method described above.


Figure 2.12: Zero diagram of the bar transfer $(A(z))$ and intensity transfer for the fifth order lattice filter. It has five zeroes, three are on the unit circle $\left(z_{3}, z_{4}, z_{5}\right)$ and give a zero transfer, two zeroes are on the opposite $\left(z_{1}, z_{2}\right)$ and can be chosen independently inside or outside the unit circle. Both choices give the same amplitude transfer. This graph must be mirrored about the origin to get the bar transfer.

There is a frequency dependent group delay (shown in Figure 2.13) with a minimal delay at the center of the passband resulting in zero dispersion. The dispersion also goes to infinity when reaching the stopband, which is not interesting since the intensity is low. The minimum normalized dispersion is -5.9 , which is equivalent to 5.5 km of standard single mode fiber for a 100 GHz FSR filter.


Figure 2.13: Normalized group delay and normalized dispersion for the bar response, minimum phase case ( $z_{1}, z_{2}$ inside the circle) of the fifth order 3 stage slicer, bar response.

The minimum and maximum dispersion is -5.9 and 5.9 respectively.

### 2.4.4 Summarize

Figure 2.14 shows the simultaneous plots of the transfer functions of the three different slicers. It is clearly visible that the 3-stage filter has real passband flattening (and stopband broadening).


Figure 2.14: Magnitude response for the 1, 2 and 3 stage slicer.

These 1, 2 and 3 stage filters will be used as basic building blocks in the add-drop multiplexer. The parameters for the power coupling ratios and phases can be found in appendix 4 and the chosen implementations are shown below (table 2.1).

Table 2.1: Coupling ratios and phases for each stage of the cascaded slicers designs.

| $\#$ <br> Stages | $\boldsymbol{\kappa}_{\mathbf{0}}$ | $\mathbf{L}_{\mathbf{0}} / \mathbf{L c}$ | $\boldsymbol{\phi}_{\mathbf{1}}$ | $\boldsymbol{\kappa}_{\mathbf{1}}$ | $\mathbf{L}_{1} / \mathbf{L c}$ | $\boldsymbol{\phi}_{\mathbf{2}}$ | $\boldsymbol{\kappa}_{\mathbf{2}}$ | $\mathbf{L}_{2} / \mathbf{L c}$ | $\boldsymbol{\phi}_{\mathbf{3}}$ | $\boldsymbol{\kappa}_{\mathbf{3}}$ | $\mathbf{L}_{3} / \mathbf{L c}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $\mathbf{1}$ | 0.50 | 0.5 |  | 0.5 | 0.5 |  | - | - |  | - | - |
| $\mathbf{2}$ | 0.50 | 0.50 | 0 | 0.29 | 0.36 | 0 | 0.078 | 0.18 |  |  |  |
| $\mathbf{3}$ | 0.50 | 0.50 | 0 | 0.21 | 0.30 | 0 | 0.19 | 0.29 | $\pi$ | 0.020 | 0.09 |

### 2.4.5 Tolerance of the designed slicers

The slicers have been designed for optimal power coupling ratios ( $\kappa$ ) of the directional couplers. They were chosen such that the isolation was -25 dB . This is not an arbitrary choice. It is extremely difficult to fabricate lattice filters having better isolation and the designed filters are cascaded in the ADM design, which gives already better isolation.
However the designed values will deviate due to fluctuations in the fabrication process. These fluctuations can have different origins: Deviation in core layer thickness, channel width or refractive index of the core or the cladding. All these fluctuations will cause a change in coupling length in a systematic manner, i.e. all the coupling lengths will shift to higher or lower values. Figure 2.15 and Figure 2.16 show the change in intensity response due to a 2 percent change in coupling length, which is a realistic value in a good fabrication process, for the 2 -stage and 3 stage filter respectively. A 2 percent lowering of the coupling length will give 5 dB rise of the stopband for the two-stage filter. But for the 3 -stage filter this is only 3 dB . So the 3stage filter is somewhat less sensitive to fluctuations in the coupling length.


Figure 2.15: 2 stage resonant coupler magnitude response for a 2 percent fluctuation in coupling length.


Figure 2.16: 3 stage resonant coupler magnitude response for a 2 percent fluctuation in coupling length.

It is also important to know the effect of loss on the magnitude response of the slicer. Figure 2.17 shows the bar and cross intensity response of the 2 -stage slicer for different values of differential loss. The legend gives the differential loss of the first delay line. The differential loss of the second delay line is twice this loss. Incorporation of loss into a filter means that the filter is evaluated over $z=|\gamma| e^{j \omega^{\prime}}$, which is a circle smaller than the unit circle. Two things can be observed: first the transmission does not go to zero anymore. This can easily be explained since the two zeroes which were on the unit circle is the no loss case are now outside the smaller circle. The bar and cross transfer have different passband attenuation. This depends on which path the light follows through the filter. It is important to mention that the chosen losses are highly exaggerated, since the length differences of the delay lines are in the order of 1 mm and the differential loss of the waveguides to be used is expected to be less than 0.1 dB .


Figure 2.17: Magnitude response of the 2 stage resonant coupler for several values of differential loss.

Figure 2.18 shows the bar and cross intensity response of the 3 -stage slicer for different values of differential loss. The legend gives the differential loss of the first delay line. The differential loss of the second and third delay line is twice the loss of the first. The transfer of one of the two passbands is highly affected by the differential loss.


Figure 2.18: Magnitude response of the 3 stage resonant coupler for several values of differential loss.

### 2.5 Cascading of two slicers with identical filter curves

The previously discussed filter elements are now cascaded like in Figure 1.3 to build the add-drop multiplexer. Some of the connections that occur in the cascade is shown in Figure 2.19. Here the two filters 1 and 2 have the same power transfer. The transfer function of two cascaded filters is found by multiplying their individual transfer functions. So cascading of two identical filters effectively squares the original transfer function, leading to much better isolation. The phase change, (as well as group delay and dispersion) of the cascade is the sum of the individual ones.


Figure 2.19: Possible cascades of two filters.

An interesting possibility is to cascade two identical filters so that the total dispersion is zero [Chiba 2001]. We know from appendix 2 that multiplying a filter function and its reverse will give zero dispersion. The filters discussed here are reciprocal, meaning that an output signal will return to the input from which it originated if time is reversed. As a consequence the filter function does not change when inputs and outputs are interchanged. Let us assume we have a filter $\mathrm{S}_{1}$ that can be flipped about the x and y axis. Flipping about the x -axis means interchanging the inputs and outputs separately (i.e. $\mathrm{X}_{1}$ becomes $\mathrm{X}_{2}$ and vice versa and $\mathrm{Y}_{1}$ becomes $\mathrm{Y}_{2}$ and vice versa). All cross terms in the matrix are interchanged. If the filter is flipped about the $y$-axis the inputs are interchanged with the corresponding outputs and the matrix will be transposed.
The different transformations are shown below (Figure 2.20).


Figure 2.20: Possible ways to flip a filter.

It is possible to cascade two (identical) filters so that the resulting dispersion is zero. The following conditions have to be met (See appendix 2).

$$
\begin{align*}
& A_{2}=A_{1}^{R} \\
& A_{2}^{R}=A_{1}  \tag{2.25}\\
& B_{2}=B_{1} \\
& B_{2}^{R}=B_{1}^{R}
\end{align*}
$$

where the transfer matrix of the second filter is given as

$$
\boldsymbol{H}_{2}=\left[\begin{array}{ll}
A_{2}(z) & B_{2}^{R}(z)  \tag{2.26}\\
B_{2}(z) & A_{2}^{R}(z)
\end{array}\right]
$$

So if the second filter is the double flipped (around the x and y axis) version of the first one, the dispersion is zero.

### 2.6 Alternative slicer: MZI + Ring filter

There is also a different way to design a passband flattened slicer by combining a ring resonator inside an asymmetric MZI [Oda 1988, Suzuki 1994, Kohtoku 2000] as shown in Figure 2.21 and more complex structures can be found in [Madsen 2000]. The only thing the ring does is introducing a frequency dependent nonlinear phase in one arm. It is good to look first at the frequency response of the ring before explaining this slicer.


Figure 2.21: Mach-Zehnder plus ring filter

### 2.6.1 Ring resonator

Figure 2.22 shows the ring resonator and a waveguide coupled to that ring. Part of the light that propagates through the channel is coupled into the ring waveguide and travels through the ring. After one roundtrip part of that light is coupled back into the straight waveguide and the remainder continues for a second roundtrip. This process continues until there is a stable solution. Two interrelated interference phenomena can be distinguished. First, there is the ring, where the total field distribution arises from waves that have made a number of roundtrips in the ring. Second, there is the straight waveguide where the direct light from the input interferes with waves that couple back from the ring. The output intensity is equal to the input if there is no loss. It is obvious that this interference depends on the wavelength of the light. The ring is in resonance if the total optical path length is an integer multiple of the wavelength $\left(\omega T_{r}+\varphi_{r}=2 \pi m\right)$ and there is a build up of power in the ring. We allow a small deviation in the average effective index $N_{e f f}$ of the ring, leading to a phase delay $\varphi_{r}$. The light that couples back into the channel is in anti-phase with the light from the input and will interfere destructively. The ring is in antiresonance when $\omega T_{r}+\varphi_{r}=\pi(2 m+1)$.


Figure 2.22: $1 \times 1$ port ring filter.
The transfer of the ring can be described by the following $z$ transform polynomial [Madsen 1999 pp. 306].

$$
\begin{equation*}
H_{r}\left(z_{r}\right)=\frac{e^{-j \varphi_{r}}\left(c_{r} e^{+j \varphi_{r}}-\gamma_{r} z_{r}^{-1}\right)}{1-c_{r} e^{-j \varphi_{r}} \gamma_{r} z_{r}^{-1}}=\frac{c_{r}\left(z_{r}-\frac{\gamma_{r}}{c_{r}} e^{-j \varphi_{r}}\right)}{z_{r}-\gamma_{r} c_{r} e^{-j \varphi_{r}}} \tag{2.27}
\end{equation*}
$$

where $c_{r}=\sqrt{1-\kappa_{r}}, \varphi_{r}$ is an extra phase of the ring, $\gamma_{r}=e^{-2 \pi \alpha_{r} r_{r}}, \alpha_{r}$ is the ring waveguide attenuation coefficient and $r_{r}$ is the ring radius. Figure 2.23 shows the pole and the zero in the complex diagram.

The function has one pole for $z=z_{p}$ and one zero for $z=z_{0}$,

$$
\begin{equation*}
z_{p}=\gamma_{r} c_{r} e^{-j \varphi_{r}} \tag{2.28}
\end{equation*}
$$

and

$$
\begin{equation*}
z_{0}=\frac{\gamma_{r}}{c_{r}} e^{-j \phi_{r}} \tag{2.29}
\end{equation*}
$$



Figure 2.23: Pole zero diagram showing the pole and the zero of a ring resonator coupled to a waveguide.

The intensity transfer for a ring with loss is not equal to one anymore. The output intensity is minimal at the resonance condition, because the light can travel in the lossy ring without destructive interference.

$$
\begin{equation*}
\left|H_{r}\right|_{\min }^{2}=\left|\frac{c_{r}-\gamma_{r}}{1-\gamma_{r} c_{r}}\right|^{2} \tag{2.30}
\end{equation*}
$$

Figure 2.24 shows the intensity transfer of a ring for different values of the roundtrip loss. This loss is an important factor in the design of the filer, since it can considerably degrade the filter performance. It must be as low as possible.


Figure 2.24: Intensity response for the ring resonator with four different roundtrip losses and $\kappa_{r}=0.82$.

The most important feature of the ring, for making the pass band flattened filter, is the frequency dependent phase shift. The phase response is given by

$$
\begin{equation*}
\Phi_{r}(\omega)=\tan ^{-1}\left[\frac{\left(1-c_{r}^{2}\right) \sin \left(\omega T_{r}+\varphi_{r}\right)}{2 c_{r}-\left(1+c_{r}^{2}\right) \cos \left(\omega T_{r}+\varphi_{r}\right)}\right] \tag{2.31}
\end{equation*}
$$

and is shown in Figure 2.25 for different values of the modulus of the pole location, $\left|z_{p}\right|$. In the lossless case considered here, $\left|z_{p}\right|=c_{r}$ is found from (2.28). The extreme case $\left|z_{p}\right|=c_{r}=0$ corresponds to a power coupling constant $\kappa=1$, meaning that all the light couples from the input into the ring, makes exactly one roundtrip, and then couples back completely to the straight waveguide. This is equivalent to a single waveguide, which is lengthened by an amount equal to the circumference of the ring. As expected, its phase response is linear. For $\left|z_{p}\right|=0.9$ only a small part of the power is coupled into the ring. Near resonance a high intensity builds up and the phase changes rapidly in a nonlinear fashion.


Figure 2.25: Phase response for a lossless ring resonator with three different pole locations $\left|z_{p}\right|$, assuming that $\varphi_{r}=0$.

### 2.6.2 MZI + Ring slicers

This non-linear phase shift can now be used inside the MZI (Figure 2.21), where the ring is connected to the short channel. The time delay (or roundtrip length) of the ring should be exactly twice the differential time delay of the MZI $\left(T_{t}\right)$, since the periodic nonlinear phase change should occur synchronously with the periodic MZI response curve in order for the ring to effect passband flattening and stopband broadening.. The intensity transfer from $E_{1, \text { in }}$ to $E_{1, \text { out }}$ (bar) and $E_{1, \text { in }}$ to $E_{2, \text { out }}$ (cross) for the MZI + Ring is given by (2.32) and (2.33), where the DC's of the MZI have both $\kappa=0.5$.

$$
\begin{align*}
& \left|H_{11}(\omega)\right|^{2}=\sin ^{2}\left(\frac{\Delta \Phi(\omega)}{2}\right)  \tag{2.32}\\
& \left|H_{12}(\omega)\right|^{2}=\cos ^{2}\left(\frac{\Delta \Phi(\omega)}{2}\right) \tag{2.33}
\end{align*}
$$

where $\Delta \Phi(\omega)=\Phi_{r}(\omega)-\omega T_{t}$, the difference between the phase of the ring-path and the phase of the through-path arm of the MZI. The bar transfer $\left|H_{11}(\omega)\right|$ is zero when $\Delta \Phi(\omega)=2 m \pi$, where $m$ is an integer; it is one for $\Delta \Phi(\omega)=(2 m+1) \pi$. Passband flattening can be obtained by setting the phase of the ring to be in antiphase $\left(\varphi_{r}=\pi\right)$ at a maximum transfer of the MZI. The transfer of the MZI+ring can be written in the following matrix notation, where $T_{r}=2 T_{t}$ (or $z_{r}=z^{2}$ )

$$
\begin{align*}
& \boldsymbol{H}(z)=\left[\begin{array}{cc}
c & -j s \\
-j s & c
\end{array}\right]\left[\begin{array}{cc}
H_{r}(z) & 0 \\
0 & z^{-1}
\end{array}\right]\left[\begin{array}{cc}
c & -j s \\
-j s & c
\end{array}\right]= \\
= & \frac{1}{A(z)}\left[\begin{array}{cc}
c & -j s \\
-j s & c
\end{array}\right]\left[\begin{array}{cc}
A^{R}(z) & 0 \\
0 & z^{-1} A(z)
\end{array}\right]\left[\begin{array}{cc}
c & -j s \\
-j s & c
\end{array}\right] \tag{2.34}
\end{align*}
$$

where $A(z)=1+c_{r} z^{-2} \quad\left(H_{r}(z)=\frac{A^{R}(z)}{A(z)}\right)$
The transfer functions for the case that the MZI has perfect coupling ratios ( $\kappa=0.5$ )are

$$
\begin{align*}
& H_{11}(z)=\frac{1}{2}\left[\frac{c_{r}-z^{-1}+z^{-2}-c_{r} z^{-3}}{1+c_{r} z^{-2}}\right]  \tag{2.35}\\
& H_{12}(z)=\frac{-j}{2}\left[\frac{c_{r}+z^{-1}+z^{-2}+c_{r} z^{-3}}{1+c_{r} z^{-2}}\right] \tag{2.36}
\end{align*}
$$

Figure 2.26 shows the result obtained by adding the ring. The intensity transfer is passband flattened and stopband broadened. The second graph shows the frequency dependent phase of the two arms of the MZI with respect to the short arm of the same MZI without ring. The dashed line is the phase of the long arm (the one without ring). It has a phase change of $2 \pi$ in one FSR. The dotted line is the phase of the short branch with $100 \%$ coupling to the connected ring. It has a phase change of $4 \pi$ in one period $\left(T_{r}=2 T\right)$. The solid line shows the phase for $\kappa_{r}=0.82$ power coupling to the ring. The phase oscillates around the dotted line. There are exactly two periods of oscillations. The intensity transfer of the filter is now determined by the phase difference between the two channels as shown in the last graph. The centers of the passband and stopband occur at a phase difference of $m \pi$. The coupling coefficient has been calculated in such a way that near the center of the passand stopbands the phase slope of the short branch + ring is equal to that of the long branch, resulting in a constant zero (or $\pi$ ) phase difference between the branches over a large fraction of these bands. As a result there is almost no change in the transfer. It is important that this stability occurs at a maximal or minimal transfer by careful tuning of the phase of the ring relative to the MZI. The local maxima in the stop band occur at the frequency where the slope of the phase difference is zero. There is a rapid transition in the transfer from pass band to stop band, because the ring is in resonance, which results in a fast phase change.


Figure 2.26: Intensity transfer, phase of each arm (with respect to the short arm without ring), and the phase difference of a lossless correctly tuned MZI + Ring filter with perfect 3 dB couplers.

Figure 2.27 shows the overall phase, delay and dispersion of the bar transfer $\left(\mathrm{H}_{11}(\mathrm{z})\right)$ of the MZI + ring filter. The normalized dispersion is zero at the center of the passband en goes from negative to positive in the passband region. The extremes are -22 and +22 at a normalized frequency of 0.29 and 0.71 respectively. The transfer is -0.5 dB at these points. The dispersion of the filter does not depend on the chosen in
and output ports. It will always give the same dispersion curve. So the dispersion will always be doubled when two MZI + ring slicers are cascaded.


Figure 2.27: phase, normalized delay and normalized dispersion of the cross transfer of MZI + ring filter.

### 2.6.3 Tolerance: MZI + ring

The slicer has been designed for optimal power coupling ratios ( $\kappa$ ) of the directional couplers. They were chosen such that the isolation was -30 dB . However the designed values will deviate due to fluctuations in the fabrication process (see 2.3.5). Figure 2.28 shows the change in intensity response due to a 11 percent change in coupling length. An 11 percent lowering of the length (relative to the coupling length) will give 10 dB rise of the stopband for the slicer.


Figure 2.28: Transfer function for three different coupler lengths (or power coupling constants).

Figure 2.29 shows the intensity transfer of the slicer for several differential losses. This loss is incorporated in the MZI and the ring; the loss in the ring is twice as large as in the MZI. Note that the losses given in the picture are highly exaggerated, since the length of the differential delay is $\pm 1 \mathrm{~mm}$ and the differential loss of the waveguides to be used is expected to be less than 0.1 dB .


Figure 2.29: Transfer function for five different loss values differential length of the MZI, including ring losses.

### 2.7 Comparing Lattice filter and MZI + Ring

The following table compares the 3 stage lattice type filter and the MZI + Ring filter. The main advantage of the MZI + Ring is that its stopband width (at -25 dB transfer) is 6 percent wider and needs one phase tuning element less. The size of the MZI + ring can also be made very small by flipping the MZI around the ring and will be approximately the size of one delay line. The MZI + ring has one main problem and that is the birefringence. Since the devices are based on interference it is important that the birefringence of the waveguide is low in the differential length parts. Al differential length differences can be formed in the straight waveguide for the lattice type. But that is not possible for the ring resonator, since a ring always has bends. Another drawback of MZI + ring is its maximum FSR that is limited by the minimum feasible bend radius.

Table 2.2: Lattice type and MZI + ring compared.

| Criterion | Lattice (3 st.) | MZI + Ring resonator |
| :--- | :--- | :--- |
| Stopband width | $24 \%$ of FSR @ -25 dB | $30 \%$ of FSR @ -25 dB |
| Number of tuning <br> elements | 3 | 2 |
| Size | Size of 3 delay lines | Size of ring (one delay <br> line) |
| Birefringence | In straight | Also in ring |
| Maximum normalized <br> dispersion | 5.9 | 22 |
| Zero dispersion of <br> cascade | Possible | Not possible |
| Isolation (ideal) | 27 dB | 29 dB |
| 2 \% error in coupling (all <br> couplers) | 24 dB isolation | 22 dB isolation |
| Differential loss 1 dB | 4 dB non uniformity <br> between passbands | 30 dB isolation reduced <br> to 27 dB |

### 2.8 Summary \& Conclusions

Two different types of passband flattened slicers, lattice type and MZI+ring, have been mathematically designed and compared.

## z-transform

The design strategy using z-transform has been introduced. Filters can now be designed by placing zeroes and poles of the z-polynomial in the complex z-plane, which is a very good way to get insight into the polynomials. A third and fifth-order polynomial have been generated that give passband flattened and stopband broadened filters curves. The width of the stopband width at -25 dB is $14 \%$ of the Free spectral range (FSR) for the third-order polynomial and $24 \%$ of the FSR for the fifth order polynomial. The stopband width is only $4 \%$ of the FSR for the standard

MZI filter (first-order polynomial). Different polynomial solutions that give equal intensity transfer but different phase transfer have been found. The phase transfer is also important since it gives the group delay and dispersion of the filter, which have also been calculated.

Recursion relations that translate the polynomial coefficients to the filter coefficients of the Lattice type filters can be found in literature [Jinguji 1995]. So the third-order filter can be mapped to a three-stage filter and the fifth order polynomial can be mapped to a five-stage filter. Some of the solutions gave couplers with zero length. These couplers can be removed from the design resulting in a two and three stage filter.

We can conclude that z-transform is a good mathematical design tool for lattice type filters and that the third order polynomial filter could be realized with a two stage lattice type filter and the fifth-order polynomial with a three stage filter.

The dispersion of the lattice type filter can be removed by cascading two identical lattice type filters, where the second filter is double flipped. As a result the intensity transfer is squared, leading to much better isolation. This can be used in the design of the binary tree Add-drop multiplexer.

The tolerance of the filters due to change in the parameters has been analyzed. To have reasonable function filters it is important that the deviation of the couplers is less than 2 percent. The differential loss must be as low as possible since it gives different transfer losses for the bar and cross output. Filters having a differential loss smaller than 0.1 dB are expected to be fabricated so it will not be a larger problem.

A different type of slicer based on a MZI filter with a ring resonator coupled to the short branch of the MZI has also been designed.. The ring introduces a frequency dependent nonlinear phase in one arm and as a result the filter curve becomes passband flattened and stopband broadened. The filter is compared with the threestage lattice filter. The stopband width at -25 dB of the 3 -stage lattice filter is $24 \%$ of the FSR and the width of the MZI+Ring filter is $30 \%$ of the FSR. The number of tuning elements is three for the three-stage lattice and two for the MZI+Ring respectively, which is one heater less. The size of the MZI + Ring filter is about three times less than the three stage slicer.

One disadvantage of the MZI + ring filter is that dispersion is always doubled when two filters are cascaded. So zero dispersion cannot be obtained over the complete passband.

The maximal FSR of the filter is limited by the minimal bend radius of the ring. The lattice type filter does not have this restriction.

## Chapter 3: Device design

### 3.1 Introduction

In the first part, the design is described of the basic building blocks: the straight waveguide; the adiabatic waveguide bend which minimizes the chip area needed for bends, by gradually changing waveguide width and bending radius; directional couplers; and the thermo-optic tuning element. The second part deals with the combination of the building blocks into a basic filter element, the passband-flattened wavelength slicer based on a Mach-Zehnder Interferometer coupled to a ring resonator. Finally, the design of the complete ADM is described, which has been designed and fabricated during the stay at the Optical Network Group of IBM.

### 3.2 Waveguide demands and design

### 3.2.1 Demands

The most elementary building block is the buried waveguide channel designed in our group [Wörhoff 2001]. A schematic drawing is shown in Figure 3.1. It is a waveguide having a refractive index $n_{c}$, channel width $w_{c h}$ and height $h_{c h}$, surrounded by a material width lower refractive index $n_{c l}$. Since the material is birefringent due to stress in the layers, TE polarized light experiences a different index, $n_{T E}$, than TM polarized light, $n_{T M}$. The electrical field for TE and TM polarized light is parallel and perpendicular to the layer stack respectively as indicated in Figure 3.1. The typical birefringence for the used PECVD SiON layers is $n_{T M}-n_{T E}=7 \cdot 10^{-4}$. The parameters $\left(n_{c}, w_{c h}, h_{c h}\right)$ are chosen in order to optimize the channel. Several requirements should be taken into account:

- Monomodality: It is absolutely necessary that the channel is monomodal, since the delay in the MZI is mode dependent and will result in unwanted intensity fluctuations.
- Low modal birefringence: Different effective indices of the two polarization directions, $N_{T E}$ and $N_{T M}$, of the channel will result in different optical pathlengths in the MZI and thus in different wavelength positions of the passband of a filter. This is unwanted because the polarization of the incoming light is unknown in a fibre-coupled optical network.
- Small bend radius with acceptable loss: the bend radius of the channel largely determines the size of the devices.
- High fiber to chip coupling efficiency, equal for TE and TM polarized light.


Figure 3.1: Cross section of the buried waveguide channel.

Other important boundary conditions are the technological restrictions:

- The index of the upper cladding should be kept equal to the buffer layer in order to suppress cladding modes. In a first test series PECVD SiO ${ }_{2}$ ( $n_{\text {TE }}=$ 1.463 and $\left.n_{T M}=1.464\right)$ was used both as buffer layer and upper cladding. However, the stress in the PECVD $\mathrm{SiO}_{2}$ buffer layer causes bending of the wafer and hence affects photolithography. For this reason thermally grown $\mathrm{SiO}_{2}$ is used as buffer layer. The refractive index of thermal $\mathrm{SiO}_{2}$ is 1.446. The upper cladding will be PECVD SiO 2 that is thermally treated in order to lower its refractive index to the value for thermal oxide, $\mathrm{n}=1.446$. Channels fabricated by the new process are indicated as type II channels. Many optimizations were performed on the old (type I) parameters for the indices. These can be mapped directly to the new type, since the contrast is kept the same.
- Refractive index of the core layer must be between 1.45 and 1.6. Higher indices than 1.6 will give cracks in the layer stack after thermal treatment.
- The maximum core thickness is $1 \mu \mathrm{~m}$, which is restricted by the etching process.
- Minimum width of the channel is $1.5 \mu \mathrm{~m}$, given by photolithographic restrictions.
- The thickness of the buffer layer is chosen such that substrate leakage can be neglected.
- The thickness of the upper cladding will be chosen equal to the thickness of the buffer.

The parameters that can be changed in the optimization are the width $\left(w_{c b}\right)$, height $\left(h_{c c}\right)$ and refractive index of the core $\left(n_{c}\right)$.

A channel has been designed that fulfills these demands [Wörhoff 2001] The parameters are shown in table 3.1 (Type I). Material birefringence has been taken into account. The dimensions of the core are chosen so that the material birefringence was
compensated by the geometric birefringence resulting in zero modal birefringence $\left(\Delta N_{e f f, T M-T E}=0\right)$.

Table 3.1: Material parameters and thickness of the designed channels. Type I is the original channel, where the layers are not annealed and a $\mathrm{PECVD} \mathrm{SiO}_{2}$ is used a buffer layer. Type II bas been evolved from Type I. The layers are now annealed and thermal $\mathrm{SiO}_{2}$ is used as buffer layer.

| Type | Type I | Type II |
| :---: | :---: | :---: |
| buffer layer | $\begin{aligned} & \text { PECVD SiO } \\ & n_{T E}=1.463 \\ & n_{T M}=1.464 \\ & t_{b}=8 \mu \mathrm{~m} \end{aligned}$ | $\begin{aligned} & \text { Thermal SiO } \\ & 2 \\ & n_{\mathrm{TE}}=1.445 \\ & n_{\mathrm{TM}}=1.446 \\ & t_{b}=8 \mu \mathrm{~m} \end{aligned}$ |
| core layer | $\begin{aligned} & \text { PECVD SiON } \\ & n_{T E}=1.533 \\ & n_{T M}=1.534 \\ & h_{c h}=0.82 \mu \mathrm{~m} \\ & w_{c h}=3.25 \mu \mathrm{~m} \\ & \hline \end{aligned}$ | $\begin{aligned} & \text { Annealed PECVD SiON } \\ & n_{T E}=1.520 \\ & n_{T M}=1.521 \\ & h_{c h}=0.82 \mu \mathrm{~m} \\ & w_{c h}=3.25 \mu \mathrm{~m} \\ & \hline \end{aligned}$ |
| upper cladding | $\begin{aligned} & \mathrm{PECVD} \mathrm{SiO} \\ & n_{\mathrm{TE}}=1.463 \\ & \mathrm{n}_{\mathrm{TM}}=1.464 \\ & t_{c l}=8 \mu \mathrm{~m} \end{aligned}$ | $\begin{array}{\|l} \hline \text { Annealed PECVD SiO } \\ 2 \\ n_{\mathrm{TE}}=1.445 \\ n_{\mathrm{TM}}=1.446 \\ t_{c l}=8 \mu \mathrm{~m} \\ \hline \end{array}$ |
| Neff | $\begin{aligned} & N_{\text {eff } T E}=1.478 \\ & N_{\text {eff }}^{T M} \end{aligned}=1.478$ | $\begin{aligned} & \text { Neff }_{T E}=1.462 \\ & \text { Neff }_{T M}=1.462 \\ & \hline \end{aligned}$ |

Figure 3.2 shows a cross section of the channels and the intensity profile of the mode. The substrate leakage can be neglected.


Figure 3.2: Intensity profile of the buried waveguide channel.

### 3.2.2 Bend waveguide structure

This section is an adaptation of a contribution written for the IEEE/LEOS Benelux chapter [Roeloffzen 2000].
In order to accommodate the increasing complexity of integrated optical structures, there is a need of bends, which occupy a chip area as small as possible. Good results with respect to loss and size can be obtained by adiabatic bends with gradually decreasing radius and variable waveguide width [Bona 1999]. Detailed simulations using 2D bend (mode) solver [C2V] and adiabatic conformally-mapped 2D-BPM [C2V] have been carried out in order to achieve a minimal size. Comparison is made with other approaches like standard bends with offsets.

### 3.2.2.1 Introduction

Since the demands on functionality of integrated-optic components for optical communication are growing, compactness of the devices, e.g. add-drop multiplexers, is a major concern. This compactness is determined mostly by the minimum bend radius that can be realized for low-loss optical channel waveguides. The aim is to design a bend, which has low loss and small dimensions. In this paper we concentrate on a rectangular waveguide structure having low polarisation dependence. This waveguide is fabricated using PECVD technology [Wörhof 1999, de Ridder 1998]. Although the specific numerical results reported in this paper relate to this particular structure, the method used is valid for arbitrary waveguides. It is difficult to use an approximation to calculate the bend loss because of the high index contrast and buried channel waveguide structure [Ladouceur 1996]. The Marcatilli and effective index method (EIM) approximation turned out to fail for this structure. Therefore, we calculated the bend loss using a numerical bend mode solver [C2V], while varying two parameters, the channel width and bend radius. From a technological point of view these parameters can easily be varied.

### 3.2.2.2 Adiabatic bend

When a bent waveguide is connected to a straight waveguide two loss mechanisms occur. The first is the intrinsic radiation loss of the bend mode, which is called Pure Bend Loss (PB-loss). The second is transition loss (T-loss) due to mismatch between the modes of the straight and the bend, the latter being shifted outwards and changed in shape. The modal shift can be compensated by an offset between channel and bend, but a change in mode profile shape cannot. Figure 3.3 shows the 2D bend mode calculation result of the PB-loss of a 180-degree bend for different radii and channel widths. The PB-loss not only depends on the radius but also on the width. The PB-loss increases with both decreasing bend radius and decreasing channel width. The upper left region in Figure 3.3 where the contour lines tend to run vertically is characteristic for the whispering gallery mode (WGM) regime, where a further increase of the width has no effect on the PB-loss.


Figure 3.3: Contour graph of the pure bend loss as function of radius and waveguide width. The values at the contour lines are dB/180 degree values. The taper function (see

Figure 3.5) is also shown in the graph.

This calculation result is the starting-point for designing an adiabatic bend.
The optimization of the design involves a trade-off between pure bend loss, transition loss and needed chip area. The following strategy will be employed:

1) For the given channel structure, calculate the pure bending loss versus both bend radius $R$ and waveguide width $W$.
2) Select an acceptable and realistic loss figure for the total bend; this results in a minimum allowed bend radius $R_{\text {min }}$.
3) Determine a function $W(R)$ that keeps the loss constant at the selected value (adiabatic exponentional taper function).
4) Select the maximum bend radius $R_{\text {start }}$ that gives negligible transition loss to a standard width straight waveguide.
5) Determine a function that changes the radius gradually from $R_{\text {start }}$ to $R_{\min }$ where the rate of change is given by a single parameter $A_{\text {bend }}$.
6) Determine a value of $A_{\text {bend }}$ that results in a good compromise between bend loss and chip area.

The assumption of the bend being adiabatic implies that the modal solution at a certain position in the bend is independent of the solution at any other position, so that the total bend loss can be calculated by simply integrating local losses. The bend
starts with a large radius having a low transition loss. The bend radius decreases slowly during propagation in the bend until a minimum is reached [Bona (feb) 1999]. The simplest way to decrease the radius is linear as a function of the arc length (or angle). A better way is the use of a function, which has a large negative slope at large radii and low slope at small radii. A possible function is given in Eq. 5.1 and a solution is shown in Figure 3.4.

Here $R_{\text {start }}$ is the radius of the bend at the beginning of the bend. It will be set to 3 mm , since the transition loss (from straight to $3000 \mu \mathrm{~m}$ bend) is virtually zero. $R_{\text {min }}$ is the minimum radius, which will be set to $600 \mu \mathrm{~m}(0.11 \mathrm{~dB} / 360 \mathrm{deg}$ for a waveguide width of $7.3 \mu \mathrm{~m}$ ). Smaller bend radii will give much higher loss. $A_{\text {bend }}$ is the rate of decrease of the radius and $l$ is the arc length of the bend. If this rate is too high the bend is not adiabatic anymore and additional loss will occur. If the decrease is too slow the bend size will be too large.


Figure 3.4: Radius of the bend as function of the arc length according to Eq.5.1 with two fixed parameters, $\mathrm{R}_{m i n}=600 \mu \mathrm{~m}, \mathrm{R}_{\text {start }}=3000 \mu \mathrm{~m}$ and for three different rates of radius decrease.

Simultaneously with decreasing the radius, the channel width will be enlarged. Figure 3.3 shows that widening the waveguide at constant radius results in lower loss. The function given in eq. (3.2) approximates the contour lines of Figure 3.3,

$$
\begin{equation*}
W(R)=W_{w g}+e^{A_{1}\left(R_{t}-R\right)} \tag{3.2}
\end{equation*}
$$

where the position on the x-axis is given by $R_{t} ; A_{t}$ is a constant that gives the rate of widening of the waveguide; $W_{w g}$ is the width of the straight waveguide with which the bend starts. Figure 3.5 shows an example of the width function (3.2). The curve is also added to Figure 3.3, where it almost follows the contour lines. It starts to deviate in the WGM regime.


Figure 3.5: Waveguide width as function of the radius of the bend according to Eq. (3.2), with parameters, $\mathrm{R}_{t}=800 \mu \mathrm{~m}$ and $A_{l}=0.007$.

Further analysis is done on a 180-degree bend, which consists of two cascaded adiabatic 90 -degree bends. So from 0 to 90 degrees the radius decreases and the waveguide widens, from 90 to 180 the opposite happens. Waveguide loss has not been taken into account because it depends on the quality of the fabrication process and it can be in the order of $0.1 \mathrm{~dB} / \mathrm{cm}$ for an optimized process [Germann 2000]. As a measure for the size of a bend we take the surface area of a rectangle tightly enclosing the bend.


Figure 3.6: (a) Loss of 180-degree bend versus the rate of radius decrease $A_{\text {bend }}$ and (b) Surface area of 180-degree bend versus $A_{\text {bend. }}$. Parameter: $\mathrm{R}_{\text {min }}=600 \mu \mathrm{~m}, \mathrm{R}_{\text {start }}=3000$ $\mu m, W_{w g}=3.25 \mu m, A_{r}=0.007 \mu m^{-1}$ and $\mathrm{R}_{t}=800 \mu \mathrm{~m}$.

Figure 3.6a shows the loss of the adiabatic bend (in dB ) as function of the parameter $A_{\text {bend }}$. When $A_{\text {bend }}$ is large (fast decay of radius) the loss will be the loss of a bend having radius $R_{\min }=600 \mu \mathrm{~m}$ which is 0.06 dB . But then the transition will not be adiabatic anymore and transition loss will occur. When $A_{\text {bend }}$ is close to zero, the loss is equal to loss for $R=R_{\text {start }}(3 \mathrm{~mm})$ that is almost zero. When we now look at the surface area (Figure 3.6b) of the bend as function of $A_{b e n d}$ we see that for large $A_{b e n d}$ (fast decay of radius) the surface is very small (equal to surface of bend with radius $R_{\text {min }}$ ). For small $A_{\text {bend }}$ the surface is large (equal to surface of bend with radius $R_{\text {start }}$ ). So $A_{\text {bend }}$ must be small for low loss and large for small size. A good compromise is $A_{\text {bend }}$ is $0.04 \mu \mathrm{~m}^{-1}$.

### 3.2.2.3 Comparison

In Table 3.2 the loss and size of different types of bends are compared. Type 1 and 2 are bends with constant radius ( 600 and $652 \mu \mathrm{~m}$ ) connected to the straight channel without a shift, having a total loss (PB-loss $+2 *$ TL-loss) of 0.76 and 0.47 dB respectively. Adding an optimal shift between bend and straight decreases the total loss (type 3, 4). However these two bends still suffer from the high PB-loss. Increasing the waveguide width lowers the bend loss but increases the transition loss due to modal shape mismatch between the straight and bend mode (type 5, 6). Type 7 is the adiabatic bend, which has the lowest total loss $(0.022 \mathrm{~dB})$.

Table 3.2: Loss and size of different types of 180-degree bends.

| Type | Offset | Radius <br> $(\mu \mathrm{m})$ | Bend width <br> $(\mu \mathrm{m})$ | Transition loss <br> $(\mathrm{dB})$ | Pure Bend loss <br> $(\mathrm{dB})$ | Total loss <br> $(\mathrm{dB})$ | Length <br> $(\mathrm{mm})$ | Surface <br> $\left(\mathrm{mm}^{2}\right)$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 1 | No | 600 | 3.25 | 0.13 | 0.50 | 0.76 | 1.88 | 0.72 |
| 2 | No | 652 | 3.25 | 0.097 | 0.28 | 0.47 | 2.05 | 0.85 |
| 3 | Yes | 600 | 3.25 | 0.06 | 0.50 | 0.62 | 1.88 | 0.72 |
| 4 | yes | 652 | 3.25 | 0.037 | 0.28 | 0.35 | 2.05 | 0.85 |
| 5 | yes | 600 | 6 | 0.19 | 0.06 | 0.44 | 1.88 | 0.72 |
| 6 | yes | 652 | 6 | 0.20 | 0.43 | 2.05 | 0.85 |  |
| 7 | no | variable | variable | - | 0.029 | 2.06 | 0.85 |  |

### 3.2.2.4 Validity

Figure 3.7 a shows the conformally-mapped index structure [Smit 1993] of the first half of the 180 -degree bend and the BPM-simulation results [C2V]. The loss, thus calculated for this first half is 0.04 dB and the total 180 -degree bend loss is 0.08 dB , which is higher than expected $(0.03 \mathrm{~dB})$. This deviation can have two causes: the bend is not adiabatic, which is not likely since Figure 3.7b does not show abrupt radiation points, or the EIM used to do the 2D-BPM simulation gives the wrong core index, which is more likely since small variation of the effective core index gives a large change in loss.


Figure 3.7: (a) Conformally-mapped waveguide structure (the refractive index is indicated as a grayscale value); (b) 2D-BPM simulation result

The results from the optimization process are considered to be more reliable since they are based on accurate 2D calculations given in Figure 3.3.

### 3.2.2.5 Conclusion

An adiabatic bend having low loss and small size has been designed, the needed chip area is only $15 \%$ larger compared to a non-adiabatic bend with constant radius of 600 $\mu \mathrm{m}$. The estimated loss for a 180 -degree bend is 0.029 dB which is much less than a non-optimized bend 0.47 dB having the same surface area of $0.85 \mathrm{~mm}^{2}$. The 2DBPM simulation gives a good qualitative and quantitative agreement with designed radiation behavior, but it shows a small deviation of the loss compared to the model.

### 3.2.3 Fiber to chip coupling

A very important aspect in the design is the coupling of the light from the fiber to the optical chip. Efficient, low cost and reliable coupling is very important for devices in communication systems. Fiber to chip coupling can be obtained by active or passive alignment.

The advantages of active alignment are:

1. The optical chip can easily be sawn or cleaved and if necessary be polished.
2. No extra processing steps are needed during fabrication of the optical chip such as definition of on-chip alignment-grooves. This means that the optical chip can be fabricated independent of the coupling. In research this is an advantage because the fabrication process itself is not standard and can be changed.
3. Simultaneous coupling of multiple fibers is possible by first placing several fibers in a separate $V$-groove array and then placing this array to the optical chip. Active alignment of the two outer fibers suffices for aligning the entire fiber array.
4. Maximal power transfer is reached with active alignment.

## The disadvantages are:

1. The fibers must be actively aligned to the chip. This is a time consuming process, which can, however, be done automatically.
2. The fiber is glued to the chip after alignment and it is not known how strong this connection is and if it is stable in time. A current trend in the integrated optics industry is to remove all polymer materials from the light path.

Butt-coupling, which is placing a cleaved fiber directly to the facet of the chip, is a simple and efficient way if the modal field distributions of the fiber and the channel match. An on-chip spot-size converter can be used to match the two profiles. Different converters can be found in [Spühler 1998, de Ridder 1995]. The (type I and type II) waveguides were designed in such a way that horizontal (lateral) tapering to a channel width of $1.5 \mu \mathrm{~m}$ gives sufficiently low loss when coupled with a high numerical aperture (HNA) fiber (mode field diameter (MFD) $4.0 \mu \mathrm{~m}$ ) as shown in Figure 3.8. The calculated fiber to chip coupling loss is 0.2 dB . The HNA fiber can be spliced adiabatically to a standard telecom fiber (core diameter of $9 \mu \mathrm{~m}$ and MFD of $10.5 \mu \mathrm{~m}$.) This splice has a loss of 0.5 dB . So a total fiber to chip coupling loss of 0.7 dB can be obtained [Leinse 2001].


Figure 3.8: Schematic drawing (top view) of the coupling between a standard telecom fiber and waveguide.

### 3.3 Power coupling element

### 3.3.1 coupler choice (history)

Power coupling elements are needed in the design of the Lattice filters [see section 2.3] or MZI + Ring [see section 2.5]. Several types of coupling elements can be found in literature [Soldano 1995] Well-known elements are the directional coupler (DC), two mode interferometer (TMI) and multimode interferometer (MMI). Much effort has been put into the $2 \times 2$ MMI in the first year. Aim was low loss and $50 / 50$ splitting. The splitting ratio could be obtained but not a calculated loss less than 0.2 dB , which is still too high for use in the ADM. This loss is due to an imperfect image caused by the relatively low index contrast of the used channel at the end of the MMI and discrete transitions from channel to MMI section. A second difficulty is the design of MMI's having other splitting ratios than 50/50. Several solutions can be found in literature [Bachmann 1995, Besse 1996, Levy 1997]. We [Lith 2000] tried the butterfly
solution, with loss of 1 dB as result. Furthermore the butterfly MMI has to be redesigned for every different splitting ratio. This is not the case for the TMI and DC, because the splitting is based on interference of only two modes and the ratio directly depends on the length of the coupling section. First choice was the TMI because of better fabrication tolerances [Rajaran 1999]. The designed TMI is shown in Figure 3.9. The gap between two neighboring waveguides was set to $0.81 \mu \mathrm{~m}$. During fabrication it turned out that it was very difficult to open this gap. Strictly speaking this TMI is not a two mode interferometer but a three mode interferometer, since three modes can propagate in the coupling section.


Figure 3.9: Schematic top view of the two mode interference coupler.

The positions of the input waveguides were chosen such that the third mode is not excited. The simulated excess loss for the TMI was 0.3 dB . Measured losses were 1 dB , and higher order mode beats were observed [Harbers 2001]. So both MMI and TMI turned out to be less suitable choices for the given waveguide technology. The main reasons that these splitters fail are the discrete transitions from channel waveguides to interference sections. The DC does not have this shortcoming, since a DC can be designed adiabatically and thus can have extremely low loss. The next section describes the design of the DC. It is important that the power-coupling ratio of the DC to be fabricated does not deviate much (2-4 percent) from the ideal values (calculated in section 2.3). For that reason the sensitivity of the coupling length due to deviations from the optimal designed parameters will be calculated.

### 3.3.2 Directional coupler design

Figure 3.10 shows a schematic drawing of two waveguides placed in close proximity to allow power transfer from one channel to the other. Power coupling occurs due to overlap of the evanescent field of a mode in one waveguide with the other waveguide. The most important parameter is the coupling length $\left(L_{\pi}\right)$ of a coupler, which is the length needed to transfer all power from one waveguide to the other.


Figure 3.10: Schematic top view of the directional coupler.

The operation of a DC is easily understood by considering the two parallel waveguides as a single system, which supports two system modes. The modes of the input and output channels are decomposed into these system modes, and the power exchange between the separate waveguides can be simply described as an interference phenomenon of the system modes (just as in the TMI).

It can easily be shown that the field amplitudes at the output channels, $E_{o, 1}$ and $E_{o, 2}$ are related to those at the input channels, $E_{i, 1}$ and $E_{i, 2}$ as:
$\left[\begin{array}{l}E_{o, 1} \\ E_{o, 2}\end{array}\right]=\left[\begin{array}{cc}\cos \varphi & -j \sin \varphi \\ -j \sin \varphi & \cos \varphi\end{array}\right]\left[\begin{array}{l}E_{i, 1} \\ E_{i, 2}\end{array}\right]$
where $\varphi=\frac{\pi \Delta N_{e f f}}{\lambda_{0}} L_{D C}$

The coupling length is the propagation distance giving $\pi$ phase difference between the system modes:

$$
\begin{equation*}
\Delta \beta L_{\pi}=\frac{2 \pi \Delta N_{e f f}}{\lambda_{0}} L_{\pi}=\varphi=\pi \tag{3.4}
\end{equation*}
$$

leading to

$$
\begin{equation*}
L_{\pi}=\frac{\lambda_{0}}{2 \Delta N_{e f f}\left(\lambda_{0}\right)} \tag{3.5}
\end{equation*}
$$

where $\Delta N_{e f f}$ is the difference in effective index of the two system modes, $\Delta \beta$ is the difference in propagation constant and $\lambda_{0}$ is the wavelength in vacuum.

Every power splitting can be obtained by simply choosing a length between 0 and $L_{\pi}$. The power is split equally over the output channels if the length of the coupler is half the coupling length. The DC has been described in section 2.2 by the following $2 \times 2$ transfer matrix. It describes the output fields by the input fields.

$$
H_{d c}=\left[\begin{array}{cc}
c & -j s  \tag{3.6}\\
-j s & c
\end{array}\right]
$$

where $c=\cos (\varphi)=\sqrt{1-\kappa}$ and $-j s=-j \sin (\varphi)=-j \sqrt{\kappa}$ are the through and crossport transfer. Where $\varphi$ is equal to the coupling strength integrated over the length and $\kappa$ is the power coupling ratio. Coupling does not only occur in the straight waveguides. It occurs already in the leads and the total phase is the sum of the phase in the straight waveguides and the leads

$$
\begin{equation*}
\varphi_{d c}=\varphi_{s t r}+\varphi_{l e a d s} \tag{3.7}
\end{equation*}
$$

with

$$
\begin{equation*}
\varphi_{s t r}=k_{s t r} L_{s t r}=\frac{\pi}{2 L_{\pi}} L_{s t r}=\frac{\pi \Delta N_{e f f}}{\lambda} L_{s t r} \tag{3.8}
\end{equation*}
$$

and

$$
\begin{equation*}
\phi_{\text {leads }}=2 \int_{z=0}^{z=e n d} k(z) d z \equiv k_{\text {str }} L_{\text {leads }} \tag{3.9}
\end{equation*}
$$

where $k(z)$ is the $z$ dependent coupling strength in the leads. The integration is from $z=0$, the start of the leads where $k(z)$ is equal to $k_{\text {str }}$, to $z=$ end where the coupling strength is zero.

Here we introduced an equivalent length $L_{\text {leads }}$, which is the additional length of the straight section which would cause the same phase shift of the system modes as the leads do. So the total phase shift can be written as:

$$
\begin{equation*}
\varphi_{d c}=k_{s t r}\left(L_{s t r}+L_{\text {leads }}\right)=\frac{\pi}{2} \frac{L_{s t r}+L_{\text {leads }}}{L_{\pi, s t r}} \tag{3.10}
\end{equation*}
$$

which shows that the effect of coupling between the leads can be compensated by reducing the length of the straight section.

### 3.3.3 Straight coupling section

Figure 3.11 shows the cross-section of the directional coupler including the design parameters. These parameters can be split up in parameters, which can be freely chosen and those that are given by the channel waveguide design $\left(h_{c h}, n_{c}, n_{c l}\right)$. The two free parameters are the width of the channel $\left(w_{c h}\right)$ and the gap between $\left(g_{D C}\right)$ the two waveguides. A tapering is needed if the channel width in the coupler is unequal to that of the standard waveguide. All parameters can fluctuate due to errors in fabrication.


Figure 3.11: Cross-section of directional coupler structure.
The 2 dimensional mode solver TempSelene [C2V] is used to calculate $L_{\pi}$ and change of $L_{\pi}$ as function of the parameters. The change of $L_{\pi}$ can be expressed best as the relative change of $L_{\pi}$ due to a change in one parameter. The sensitivity, for parameter $p_{n}$, can be written as

$$
\begin{equation*}
S_{n}\left(p_{1}, p_{2}, . ., p_{n}, . ., p_{N}\right)=\left.\frac{\delta L_{\pi}}{L_{\pi}\left(p_{1}, p_{2}, . ., p_{n}, ., p_{N}\right) \cdot \delta p_{n}}\right|_{\left(p_{1}, p_{2}, \ldots, p_{n}, \ldots, p_{N}\right)} \tag{3.11}
\end{equation*}
$$

where $p_{1}, \ldots p_{N}$ are the design parameters. $p_{n}$ is the fluctuation parameter. The total change in relative coupling length is in first order approximation the sum of all sensitivities multiplied by the error in the respective parameters.

$$
\begin{equation*}
\frac{\Delta L_{\pi}}{L_{\pi}}\left(p_{1}, p_{2}, . ., p_{n}, . ., p_{N}\right)=\sum_{n=1}^{N}\left[\left.\frac{\delta L_{\pi}}{L_{\pi}\left(p_{1}, p_{2}, . ., p_{n}, . ., p_{N}\right) \cdot \delta p_{n}}\right|_{\left(p_{1}, p_{2}, . ., p_{n}, \ldots, p_{N}\right)} \cdot \Delta p_{n}\right] \tag{3.12}
\end{equation*}
$$

As seen in section 2.3 for good functioning filters the maximal error in $L_{\pi}$ is $2 \%$.
We study the sensitivity of $L_{\pi}$ to several parameters. Unless otherwise noted, the constant parameters in the following graphs have their design values, $n_{c l}=1.445$, $n_{c}=1.520, w_{c h}=3.25 \mu \mathrm{~m}, h_{c h}=0.82 \mu \mathrm{~m}$, and $g_{D C}=1 \mu \mathrm{~m}$.

### 3.3.4 Sensitivity to change in channel width

Figure 3.12 shows the coupling length as function of the gap for different channel widths.

The logarithmic scale of the coupling length leads to approximately straight lines in the plot, as could be expected from the exponential decay of the evanescent fields which form the physical coupling mechanism between the waveguides. Small deviations can be observed for a gap smaller than $0.2 \mu \mathrm{~m}$. Such a small gap is not very realistic and a gap of $1 \mu \mathrm{~m}$ is the minimum, which can be obtained with the current technology. The coupling length is also dependent on the channel width, since a
smaller channel gives larger evanescent fields, which results in greater interaction and thus smaller $L_{\pi}$.


Figure 3.12: Coupling length of directional coupler as function of the gap for TE polarized light. The refractive index of the core is 1.52 and 1.45 for the cladding.

It is not fair to look at the sensitivity of $L_{\pi}$ due to a change of the channel width while the gap remains fixed, because this will not happen during fabrication. What will happen is that the channel width deviates from the designed value and that the distance between the centers of the waveguides remains unchanged, resulting in a change in gap. Therefore, a model has been developed that accounts for this simultaneous change in both channel width and gap. The following equation will be fitted to the calculation results (of Figure 3.12).

$$
\begin{equation*}
L_{\pi}\left(w_{c h}, g_{D C}\right)=L_{\pi 0}\left(w_{c h}, n_{c}\right) \cdot e^{b\left(w_{c h}, n_{c}\right) \cdot g_{D C}} \tag{3.13}
\end{equation*}
$$

where $L_{\pi 0}\left(w_{c h}, n_{c}\right)$ is the coupling length at a zero gap and $w_{c h}$ is the width of one channel, $b\left(w_{c h}, n_{c}\right)$ is the exponential rate of increase and $g_{D C}$ is the gap. $L_{\pi 0}\left(w_{c h}, n_{c}\right)$ can be seen as the beat length between the zero and first order modes of a waveguide having a width of $2 \cdot w_{c h}$. Again there is an exponential relation between the beat length and the width of this bi-modal channel as shown in Figure 3.13. The beat length is smaller for a larger core index. Intuitively one could say the opposite because higher index gives better confinement of the modes but it also gives a larger index contrast and so a larger difference between the effective index of the zeroth and first order mode.


Figure 3.13: Exact calculation (solid line) and exponential fit curve (dashed line) of the coupling length of directional coupler with zero gap as function of the channel width. The yaxis is on a logarithmic scale.

The following formula can be fit

$$
\begin{equation*}
L_{\pi 0}\left(w_{c h}\right)=a \cdot e^{c \cdot W_{c h}} \tag{3.14}
\end{equation*}
$$

The following table gives the fit results
Table 3.3: fit results for $L_{\pi 0}$.

| $n_{c}$ | $a[\mu \mathrm{~m}]$ | $c\left[\mu^{-1}\right]$ |
| :--- | :--- | :--- |
| 1.5 | 30.6255 | 0.3826 |
| 1.51 | 24.378 | 0.426 |
| 1.52 | 18.806 | 0.490 |

The next parameter that is extracted is $b\left(w_{c h}, n_{c}\right)\left[\mu \mathrm{m}^{-1}\right]$. From eq. (3.13) following differential equation is found giving $b\left(w_{c h}, n_{c}\right)$.

$$
\begin{equation*}
\frac{\partial L_{\pi}\left(w_{c h}, n_{c}\right)}{L_{\pi}\left(w_{c h}, n_{c}\right) \cdot \partial g_{D C}}=b\left(w_{c h}, n_{c}\right) \tag{3.15}
\end{equation*}
$$

This shows that $b\left(w_{c h}, n_{c}\right)$ can be seen as the sensitivity of $L_{\pi}$ to a change in the gap for fixed channel width. Figure 3.14 shows $b\left(w_{c h}, n_{c}\right)$ as function of $w_{c h}$ for different core indices.


Figure 3.14: $b\left(w_{c h}, n_{c}\right)$ as function of $w_{c h}$ for different core indices. bis $1.0\left[\mu m^{-1}\right]$ for a channel width of $3.25 \mu \mathrm{~m}$ and a core index of 1.52 .

A second order polynomial can be fit to these results

$$
\begin{equation*}
b\left(w_{c h}\right)=b_{0}+b_{1} \cdot w_{c h}+b_{2} \cdot w_{c h}^{2} \tag{3.16}
\end{equation*}
$$

The fit results are shown in table 3.4.
Table 3.4: Parameters from the second order polynomial fit of b, given in eq. (3.16)

| $\boldsymbol{n}_{\boldsymbol{c}}$ | $\boldsymbol{b}_{\boldsymbol{0}}$ | $\boldsymbol{b}_{\boldsymbol{1}}$ | $\boldsymbol{b}_{\boldsymbol{2}}$ |
| :--- | :--- | :--- | :--- |
| 1.5 | 0.2921 | 0.1891 | -0.0172 |
| 1.51 | 0.1588 | 0.3691 | -0.0458 |
| 1.52 | 0.4173 | 0.2758 | -0.0285 |

We can now write eq. (3.13) with only $w_{c h}$ as the relevant variable by expressing the gap width $g_{D C}$ as the difference of the (constant) channel $d_{D C}$ and our variable $w_{c h}$ ( $g_{D C}=d_{D C}-w_{c h}$ ), resulting in:

$$
\begin{equation*}
L_{\pi}\left(w_{c h}\right)=a e^{c \cdot w_{c h}+\left(b_{0}+b_{1} \cdot w_{c h}+b_{2} \cdot w_{c h}^{2}\right) \cdot\left(d_{D c}-w_{c h}\right)}=a \cdot e^{b_{0} \cdot d_{D C}+\left(c+b_{1} \cdot d_{D C}-b_{0}\right) \cdot w_{c h}+\left(b_{2} \cdot d_{D C}-b_{1}\right) \cdot w_{c h}^{2}-b_{2} w_{c h}^{3}} \tag{3.17}
\end{equation*}
$$

Differentiation of $L_{\pi}$ with respect to $w_{c h}$ gives

$$
\begin{equation*}
\frac{d L_{\pi}\left(w_{c h}\right)}{L_{\pi}\left(w_{c h}\right) d w_{c h}}=\left(\left(c+b_{1} \cdot d_{D C}-b_{0}\right)+2\left(b_{2} \cdot d_{D C}-b_{1}\right) \cdot w_{c h}-3 b_{2} \cdot w_{c h}^{2}\right) \tag{3.18}
\end{equation*}
$$

This is the sensitivity of the coupling length to a change in $w_{c h}$ where $d_{D C}$ is kept constant.
Figure 3.15 shows the sensitivity of $L_{c}$ to $w_{c h}$ as function of $w_{c h}$ for different values of $n_{c}$. It has negative values, which means that $L_{\pi}$ increases when $w_{c h}$ becomes narrower. This is true for a strongly guided mode where the change of mode field diameter and change in channel width have equal sign.


Figure 3.15: Sensitivity of the coupling length to change in channel width.

### 3.3.5 Sensitivity to change in channel height

Figure 3.16a shows the coupling length as function of channel height $h_{c h}$. An increase in height gives an increase in $L_{\pi}$. The effective core index increases when $h_{c h}$ increases and so does the lateral contrast. This results in further confinement of the mode in the channel and so a decrease in field overlap with the neighboring channel. Figure 3.16b: shows the sensitivity to a change in $h_{c h}$. The influence of $h_{c h}$ on the sensitivity is very small but a change in core index changes the sensitivity drastically. The sensitivity is $0.6[1 / \mu \mathrm{m}]$ for the standard waveguide.


Figure 3.16: : Coupling length of the directional coupler as function of the channel beight $h_{c h}$ (a) and sensitivity of the coupling length to change in $h_{c h}$ (b) for different core indices. The sensitivity is $0.6 \mu \mathrm{~m}^{-1}$ for a beight of $0.82 \mu \mathrm{~m}$ and core index of 1.52. This means that a change of $2 \%$ in coupling length is caused by 30 nm variation of

$$
h_{c h} .
$$

### 3.3.6 Sensitivity to change in core index

The last parameter that can change during fabrication is the index of the core layer $n_{c}$. Figure 3.17 shows $L_{\pi}$ as function of $n_{c}$. An increasing core index gives an increasing index contrast and the mode withdraws into the core. The sensitivity of $L_{\pi}$ to a change in core index is very high. A change of 0.002 of core index will result in 2 percent change of $L_{\pi}$.


Figure 3.17: Coupling length of directional coupler as function of the core index $n_{c}$ (left) and sensitivity of the coupling length to a change in $n_{c}$ (right). The sensitivity is 10.3 for a core index of 1.52. This means that a change of $2 \%$ in coupling length is caused by 0.002 variation of the core index.

Table 3.5 shows the designed values, the accuracy of the fabrication process and sensitivities for the parameters $n_{c}, h_{c h}$ and $w_{c h}$ for a $1 \mu \mathrm{~m}$ gap. For these values, the coupling length is calculated to be $257.6 \mu \mathrm{~m}$. 2 percent is the maximum deviation of
$L_{\pi}$ still having good filter curves (see section 2.5). The fabrication is more relaxed since the length of the couplers is varied on the mask with 10 percent variation. The maximum acceptable fabrication errors for 2 and 10 percent change of $L_{\pi}$ are shown in the last two columns. This is for change in one parameter only, for worst-case scenario the maximum acceptable errors are three times less.

Table 3.5: Sensitivities in fabrication errors in $n_{c}, h_{c h}$ and $w_{c h}$ and maximum change of one of the parameters for 2 and 10 percent fluctuation in $L_{\pi}$ from a nominal value of $257.6 \mu \mathrm{~m}$.

| Parameter | Design <br> value | Fabrication <br> accuracy | Sensitivity | $\mathbf{2} \mathbf{N}_{\boldsymbol{\pi}}$ | $\mathbf{1 0}$ \% $\boldsymbol{L}_{\boldsymbol{\pi}}$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $n_{c}$ | 1.520 | 0.001 | 10.3 | 0.002 | 0.01 |
| $h_{c h}$ | 0.82 | $20[\mathrm{~nm}]$ | $0.6[1 / \mu \mathrm{m}]$ | $30[\mathrm{~nm}]$ | $167[\mathrm{~nm}]$ |
| $w_{c h}$ | 3.25 | 0.05 | $-0.43[1 / \mu \mathrm{m}]$ | $0.05[\mu \mathrm{~m}]$ | $0.23[\mu \mathrm{~m}]$ |

When looking at the worst case scenario when all parameters have cumulative offset within the fabrication accuracy, the maximal offset for $L_{\pi}$ is $5 \%$. So it should be possible to fabricate couplers within a 5 percent accuracy in $L_{\pi}$. The most critical parameter is the width of the waveguide.

### 3.3.7 Wavelength dependency

Figure 3.18 shows the wavelength dependency of $L_{\pi}$ of the directional coupler for fixed value of the difference in effective index of the two system modes $\Delta N_{\text {eff }}=\Delta N_{\text {eff }}(1.55 \mu \mathrm{~m})$ and for wavelength dependent $\Delta N_{\text {eff }}(\lambda)$, where equation (3.5) is to calculate $L_{\pi}$. It shows that the wavelength dependency of $\Delta N_{\text {eff }}(\lambda)$ cannot be neglected.
The following equation has been fit to the calculated curve.

$$
\begin{equation*}
L_{\pi}(\lambda)=883.79-403.55 \lambda \quad[\mu \mathrm{~m}] \tag{3.19}
\end{equation*}
$$

The usable bandwidth is $26 \mathrm{~nm}(3.2 \mathrm{THz})$ for $2 \%$ variation in $L_{\pi}$.


Figure 3.18: W avelength dependence of the coupling length $\left(L_{\pi}\right)$. for fixed $\Delta N_{\text {eff }}$ and calculated $\Delta N_{e f f}(\lambda)$.

### 3.3.8 Coupling in the lead waveguides

In order to obtain the correct power splitting, the coupling in the leads cannot be neglected. A 3D-Beam propagation simulation has been performed to obtain the coupling in the leads. The results are shown in Figure 3.19. For the nominal parameters, with $1 \mu \mathrm{~m}$ gap, $L_{\text {lead }} / L_{\pi}$, is found to be 0.348 , i.e. $L_{\text {lead }}=89.64 \mu \mathrm{~m}$ for $L_{\pi}=257.6 \mu \mathrm{~m}$.


Figure 3.19: Relative coupling length of the leads (ncore is 1.52).

### 3.3.9 Polarization dependent coupling

All calculations were performed with TE polarized light. But since the polarization of the light is not known in a network it is important that the power splitting is not polarization dependent. Therefore, additional calculations have been performed for TM polarized light to see if the DC is polarization independent. Results are shown in Figure 3.20. It shows the difference in $L_{\pi}$ for TE and TM light in percent. The difference is $4 \%$ for a standard width channel. This is higher than the allowed $2 \%$. Careful tapering to a $2.1 \mu \mathrm{~m}$ wide channel can eliminate the polarization dependent power coupling. The designed DC's will not have these tapers, because it needs more research.


Figure 3.20: Difference between the coupling length for TE and TM polarized light as function of the channel width.

### 3.3.10 Tunable coupler

Tunable couplers can also be used instead of the fixed splitting ratio of the DC's. They are MZI's with equal arm length as shown in Figure 3.21. A heater is placed on top of one channel to tune the coupler.


Figure 3.21: Layout of the tunable coupler.

Every power splitting can be obtained when the DC's have $50: 50$ splitting, as shown in Figure 3.22. It shows the minimum tunable intensity for the bar port and the maximum tunable intensity of the cross port as function of the power coupling ratio
$(\kappa)$ of the DC's. The DC's are assumed to be identical. The region becomes smaller when the couplers deviate from the $3-\mathrm{dB}$ point. It is impossible to tune the coupler to 3 dB splitting, if $\kappa$ (of the DC's) is smaller than 0.15 or larger than 0.85 .


Figure 3.22: Maximum intensity of the cross and minimum intensity of the bar port as function of $\kappa$ (power coupling ratio) of the $D C$.

### 3.4 Heater design (tuning element)

In the filters described in Chapter 2 phase shifters were introduced on every delay line in order to obtain the correct filter curves. In silica base waveguides, this phase shift can be obtained by the thermo-optic effect. A temperature change induces a change in the refractive index of the material and hence in the effective refractive index of the mode, $N_{\text {eff }}$. The strength of the thermo-optic effect is expressed by the thermo-optic coefficient $\alpha$.

$$
\begin{equation*}
\alpha \equiv \frac{d n}{d T} \tag{3.20}
\end{equation*}
$$

The value of $\alpha=1.2 \cdot 10^{-5} K^{-1}$ for $\mathrm{SiO}_{2}$ and SiON materials. [Offrein (Feb.) 1999]

### 3.4.1 Heating element

The material is heated by a resistive heater placed on top of the waveguide, as shown in Figure 3.23.


Figure 3.23: Cross section of the waveguide structure used in the thermal simulation

A voltage applied across the length of the heater $\left(l_{h}\right)$ causes the electrical power dissipation and hence heat generation. The heat flows due to thermal conductivity through the layer stack until it reaches the Si substrate. The Si wafer will be kept at a constant temperature and behaves like a heat sink since the thermal conductivity of Si is high. The program Tempselene [C2V] has been used to solve the two-dimensional heat equation and the temperature profile of the cross-section of the waveguide is obtained. This temperature profile is modified the original refractive index profile, for which the two-dimensional guided mode (in particular its effective index) is calculated. The steps are shown in Figure 3.24.


Figure 3.24: Steps followed in the design process of the heater.

### 3.4.2 Heater: Electrical properties simple 1D model

The phase shift is calculated using a simple 1D model, where we assumed that the heat flux density is constant under the heater as show in Figure 3.25. Thermal radiation is neglected and $\alpha$ and $\rho$ are assumed to be temperature-independent, and also assuming small index changes $\Delta n$.


Figure 3.25: 1-dimensional heat model.
The temperature difference, $\Delta T$, is given by the following equation

$$
\begin{equation*}
\Delta T=\frac{Q t_{b}}{\sigma_{t h}}=\frac{P \cdot t_{b}}{\sigma_{t h} w_{h} l_{h}} \tag{3.21}
\end{equation*}
$$

where $Q\left[\mathrm{~W} / \mathrm{m}^{2}\right]$ is the heat flux density, $\sigma_{t h}$ is the thermal conductivity and $t_{b}$ is the distance between the heater and the silicon heat sink. The dissipated power in the heater is given by $P, w_{h}$ and $l_{h}$ are respectively the width and length of the heater.

The phase shift across the dashed line as function of power is

$$
\begin{equation*}
\Delta \varphi(P)=\frac{2 \pi \Delta n \cdot l_{h}}{\lambda}=\frac{2 \pi l_{h}}{\lambda} \alpha \frac{P \cdot t_{b}}{\sigma_{t h} w_{h} l_{h}}=\frac{2 \pi \alpha t_{b} P}{\lambda \sigma_{t h} w_{h}} \tag{3.22}
\end{equation*}
$$

It shows that the phase shift is independent of the length, $l_{h}$, and the height, $h_{h}$, of the heater when power control is used.

The resistance of the heater is given by the following equation.

$$
\begin{equation*}
R=\frac{\rho l_{h}}{w_{h} h_{h}} \tag{3.23}
\end{equation*}
$$

where $w_{h}, h_{h}$ and $l_{h}$ are respectively the width, height and length of the heater and $\rho$ is the resistivity of the heater material. The dissipated power of the heater is

$$
\begin{equation*}
P=V I=\frac{V^{2}}{R}=\frac{V^{2} w_{h} h_{h}}{\rho l_{h}}=I^{2} R=\frac{I^{2} \rho l_{h}}{w_{h} h_{h}} \tag{3.24}
\end{equation*}
$$

where $V$ is the applied voltage.
The phase shift as function of the applied voltage is

$$
\begin{equation*}
\Delta \varphi(V)=\frac{2 \pi \alpha t_{b}}{\lambda \sigma_{t h} w_{h}} \frac{V^{2} w_{h} h_{h}}{\rho l_{h}}=\frac{2 \pi \alpha t_{b} h_{h} V^{2}}{\lambda \sigma_{t h} \rho l_{h}} \tag{3.25}
\end{equation*}
$$

It shows that the phase shift is independent of the width, $w_{h}$, of the heater when voltage control is used.
The phase shift as function of applied current is

$$
\begin{equation*}
\Delta \varphi(I)=\frac{2 \pi \alpha t_{b}}{\lambda \sigma_{t h} w_{h}} \frac{I^{2} \rho l_{h}}{w_{h} h_{h}}=\frac{2 \pi \alpha \rho t_{b} l_{h} I^{2}}{\lambda \sigma_{t h} w_{h}^{2} h_{h}} \tag{3.26}
\end{equation*}
$$

Now the phase shift depends on the thickness, width and length of the heater.
Equation (3.25) implies that the phase shift does not depend on the width of the heater when constant power is applied. This is not true since the change of $N_{\text {eff }}$ depends on the position where the power is dissipated. Heating the material far away from the waveguide is a waste of energy. The material properties needed in solving the 2 D heat equation are shown in table 3.6.

Table 3.6: Parameters used in the design of the heater structure

| Material | Thermo-optic <br> coefficient <br> $\alpha[1 / \mathbf{K}]$ | specific <br> heat <br> $\left[\mathbf{J} /\left(\mathbf{K m}^{3}\right)\right]$ | Thermal <br> conductivity <br> $[\mathbf{W} /(\mathbf{m} . \mathbf{K})]$ | $\rho[\Omega \mathrm{m}]$ |
| :--- | :--- | :--- | :--- | :--- |
| Si | - | $1.77 \cdot 10^{6}$ | $80-150$ |  |
| $\mathrm{SiO}_{2}$ (thermal) | $1.15 \cdot 10^{-5}$ | $1.75 \cdot 10^{6}$ | 2 |  |
| $\mathrm{SiO}_{2}$ (PECVD) | $1.15 \cdot 10^{-5}$ | $1.75 \cdot 10^{6}$ | 1.4 |  |
| SiON | $1.15 \cdot 10^{-5}$ | $1.75 \cdot 10^{6}$ | 1.4 | $5 \cdot 10^{-7}$ |
| Chromium |  |  |  |  |

### 3.4.3 Calculation of the change in Effective index

The phase shift is now calculated, using a full 2D simulation.
In Figure 3.26, curve A shows the effective refractive index change as function of the heater width for a fixed heater power of 0.1 W . The $\Delta N_{\text {eff }}$ is maximum for zero $w_{h}$, which is not physical since it is impossible to dissipate power in a zero volume heater. So for optimal power efficiency the heater must be as small as possible. For large $w_{h}$ the curve has $1 / w_{h}$ dependency, as expected from the 1D-model.

The second curve (B) is also interesting; it is $\Delta N_{e f f}$ as function of $w_{b}$ for constant applied voltage. The curve tends to go to a constant $\Delta N_{\text {eff }}$ for large $w_{h}$, which is expected by the 1D model. This curve shows the index increasing with heater width, but it also illustrates a remark made before, that further widening of the heater has little effect since it mainly leads to heating the layer stack at positions far away from the channel.

A heater width of $20 \mu \mathrm{~m}$ will be chosen for the design in order to have no problems during fabrication. The $\Delta N_{e f f}$ is $1.9 \cdot 10^{-4}$ for 0.1 W heating and $l_{b}$ of 1 mm . A tuning power of 0.82 W is needed for inducing $2 \pi$ phase shift.


Figure 3.26: Change of refractive index as function of the width of the heater for fixed power (curve A) and for fixed voltage (curve B). The dissipated power for curve $A$ is 0.1 $W$ over a beater length of 1 mm . The voltage for curve $B$ was chosen so that for $w_{h}=20 \mu \mathrm{~m}, \Delta N_{\text {eff }}$ is equal to curve $A$, but this is rather arbitrarily.

Previous measurements on heaters gave the following result. The measured resistance of a heater with dimensions $w_{h}=20 \mu \mathrm{~m}, \mathrm{~h}_{\mathrm{h}}=150 \mathrm{~nm}, \mathrm{l}_{\mathrm{h}}=1.5 \mathrm{~mm}$ is $250 \Omega$. The voltage needed for $2 \pi$ tuning is $\mathrm{V}_{2 \pi}=14.3 \mathrm{~V}$ at a current of $\mathrm{I}_{2 \pi}=57 \mathrm{~mA}$, which results in a power $\mathrm{P}_{2 \pi}=0.82 \mathrm{~W}$ and $\rho=510^{-7} \Omega \mathrm{~m}$.

### 3.5 Passband flattened wavelength slicers

### 3.5.1 MZI- lattice filter design (Resonant Coupler design)

To maximize the usable bandwidth of an ADM filter, the shapes of the pass- and stopbands of the slicers should approach a square spectral response. This is not the case for the simplest slicing element, the asymmetric Mach-Zehnder Interferometer (MZI) filter, which has a cosine-shaped spectral response. It does not have a flat passband and it has a narrow stop-bandwidth of only $4 \%$ of the FSR at 25 dB isolation. Better results are achieved with multistage RC-type filters, as shown in Figure 3.27.


Figure 3.27: Bar and cross transfer function of one-, two-, and three-stage resonant-coupler filters with free spectral ranges of 12.8, 6.4, and 3.2 nm , respectively (top to bottom).

A schematic drawing of a three-stage RC filter (the fifth order slicer, designed in section 2.3.3) is shown in Figure 3.28. It consists of four directional couplers with different coupling constants, and three delay lines, the second and third of which have twice the path length difference of the first one. This three-stage filter design features a flattened passband and a stop-bandwidth of $24 \%$ of its FSR at 25 dB isolation. The usable bandwidth for a slicer based on this three-stage RC filter will be $48 \%$ of the channel spacing. The transfer functions of the one-, two-, and three-stage RC-filters are given in Figure 3.27. The design parameters and the stop-bandwidth at 25 dB isolation of the RC filters are given in Table 3.7.

Table 3.7:Lengths of the couplers relative to one cross coupling length $L_{\pi}$, for one-, two-, and three-stage flattened passband filters designed for 30 db isolation. The values for the twostage slicer deviate slightly from the values given in Table 2.1. Within the tolerance band the isolation is better than 25 db . The last row gives the isolation bandwidth relative to the FSR.

|  | 1 stage | 2 stage | 3 stage |
| :--- | :--- | :--- | :--- |
| $\mathrm{L}_{1}$ | $0.50 \pm 0.04$ | $0.50 \pm 0.02$ | $0.50 \pm 0.02$ |
| $\mathrm{~L}_{2}$ | $0.50 \pm 0.04$ | $0.34 \pm 0.02$ | $0.30 \pm 0.02$ |
| $\mathrm{~L}_{3}$ | - | $0.18 \pm 0.02$ | $0.29 \pm 0.02$ |
| $\mathrm{~L}_{4}$ | - | - | $0.09 \pm 0.02$ |
| -25 dB BW | 0.04 FSR | 0.14 FSR | 0.24 FSR |

As explained in section 2.3.2, the length of couplers that should be longer than half the coupling length can be reduced if all delay lines before the coupler are inverted/flipped. This has been used to reduce the length of the second coupler of the three-stage slicer shown in Figure 3.28.


Figure 3.28: Three-stage resonant-coupler layout. $\Delta \mathrm{L}$ is the length difference of the delay line and $L$ is the length of directional coupler.

### 3.5.2 Design MZI + Ring resonator

Figure 3.29 shows the designed filter. It clearly shows the MZI with a ring connected to the short channel. The roundtrip length of the ring is twice as large as the length difference of the MZI, as required by the condition for passband flattening. Heaters have been placed on the ring and on the long branch of the MZI. The MZI heaters have been split into two sections at both sides of the bend since it was not possible to obtain 1.5 mm length in a single section without placing the heaters on bent waveguides. The heaters of the ring are bend, since the ring does not have a straight section of 1.5 mm .
The 3 dB couplers of the MZI are tunable couplers (Figure 3.21). So 3 dB splitting can always be obtained even when the fabricated directional couplers have an offset.
A heater is placed on one of the two branches. These tunable couplers are not wavelength dependent because the two branches are of equal length.

It is impossible to use tunable couplers in the MZI to ring coupler since these tunable couplers are about 2 mm long.

Therefore fixed DC's have been used for coupling the ring to the short MZI branch. Six filters having different ring-DC lengths have been placed on the mask with a total variation of 25 percent in $L_{s t r}$, as shown in table 3.8.


Figure 3.29: Device layout

As seen in section 2.5, the power coupling ratio for the ring should be $\kappa_{r}=0.82$, which is equivalent to $L_{d c}=0.72 L_{\pi}=0.72 * 257.6 \mu \mathrm{~m}=185.47 \mu \mathrm{~m}$. The length of the straight part can be calculated using equation (3.11) and compensating for the coupling in the leads, giving $L_{s t r}=95.98 \mu \mathrm{~m}$.

Table 3.8: Different lengths of the straight waveguides in the DC.

|  | Relative length | $L_{\text {str }}[\mu \mathrm{m}]$ |
| :--- | :--- | :--- |
| 1 | 0.85 | 81.58 |
| 2 | 0.9 | 86.38 |
| 3 | 0.95 | 91.18 |
| 4 | 1 | 95.98 |
| 5 | 1.05 | 100.77 |
| 6 | 1.1 | 105.57 |

The length of the coupling sections of the DC's in the tunable couplers is fixed to $39.22 \mu \mathrm{~m}$.
The filters are designed for two different FSR's namely 50 and 100 GHz . Table 3.9 shows the parameters for the designed filter.

Table 3.9: Designed filters

$\left.$| FSR <br> $[\mathrm{GHz}]$ | FSR <br> $[\mathrm{nm}]$ | $\Delta L_{\text {MZI }}$ <br> $[\mathrm{mm}]$ | $L_{\text {Ring }}$ <br> $[\mathrm{mm}]$ | $R_{\text {ring }}$ <br> $[\mathrm{mm}]$ | min |
| :--- | :--- | :--- | :--- | :--- | :--- | | $\Delta N_{\text {efff, straight }}$ |
| :--- |
| bend | \right\rvert\,

The effective index of the mode in the bent waveguide of the ring is lower than in the straight waveguide $\left(\Delta N_{\text {eff, straight-bend }}=2 \cdot 10^{-3}\right)$ and as a consequence the FSR of the ring is not exactly half the FSR of the MZI anymore. The FSR of the ring is

$$
\begin{equation*}
F S R_{\text {ring }}=\frac{c}{N_{g} L_{\text {ring }}} \tag{3.27}
\end{equation*}
$$

where $N_{g}$ is the group index of the mode, $L_{\text {ring }}$ is the roundtrip length of the ring and $c$ is the speed of the light. Differentiation with respect to $N_{g}$ and reordering of the parameters gives

$$
\begin{equation*}
\frac{\Delta F S R_{\text {ring }}}{F S R_{\text {ring }}}=-\frac{\Delta N_{g}}{N_{g}} \approx-\frac{\Delta N_{e f f}}{N_{\text {eff }}} \approx 10^{-3} \tag{3.28}
\end{equation*}
$$

This error in the FSR is very small and only a small change of the transfer function is expected over many FSR
This error is neglected in the design of the filter. Compensation can always be done by calculation of the complete optical roundtrip length over the ring using TempSelene [C2V].

### 3.5.2.1 Effect of birefringence on filter curves

Although the channels were designed to have zero birefringence, due to fluctuations in the fabrication process there will always be some birefringence ( $\Delta N_{e f f, T M-T E}$ ) in the order of $2 \cdot 10^{-4}$ in the straight waveguides. The birefringence in the bend waveguide sections is not known. This birefringence results in a phase difference between TE and TM modes, given by

$$
\begin{equation*}
\Delta \varphi_{T M-T E}=k_{0} \Delta N_{e f f, T M-T E} \Delta L \tag{3.29}
\end{equation*}
$$

where $k_{0}$ is the propagation constant in vacuum and $\Delta L$ is the length difference of the delay line or the roundtrip length of the ring. This phase difference will result in a frequency shift of the filter curves. The following equation gives the shift expressed in frequency.

$$
\begin{equation*}
\Delta f_{T M-T E}=\frac{\Delta \varphi_{T M-T E}}{2 \pi} F S R=\frac{f \Delta N_{e f f, T M-T E}}{N_{g}} \tag{3.30}
\end{equation*}
$$

where $f$ is the frequency of the light. The shift between the TE and TM filter curve does not depend on the FSR of the filter. The shift is $26 \mathrm{GHz}(=0.21 \mathrm{~nm})$ for $\Delta N_{e f f, T M-T E}=2 \cdot 10^{-4}(f=193,415 T H z)$. For the lattice type filter this will result in a shift of the filter curve, since the length difference occurs in the straight waveguides. For the MZI + Ring filter we have the length difference of the MZI and the circumference of the ring, where both probably have different birefringence.

### 3.6 Binary tree Add-drop Multiplexer

The 1-from-16 ADM be presented here consists of one branch of a binary tree of cascaded even-odd channel-splitting optical filter elements ("slicers") [Verbeek 1988, Oda 1990] as shown in Figure 3.30. In the left half of the device, starting at the "in"
port, the even and odd wavelength channels are separated in the first slicer. One half of the channels is directed to the next slicer having a double free spectral range (FSR), where they are split again. This continues until one channel, the "drop" channel remains. In the right half of the device, the "add" channel with new data and the remaining channels are recombined, and transferred to the "out" port. Note that the in-to-drop and the add-to-out transfer function are equal, because the right half of the device is a mirrored copy of the left half. One advantage of the binary-tree-based device layout is that the number of slicers, and thus the number of RC filter stages, grows only logarithmically with the number of wavelength channels in the communications system. For ADM devices based on a linear RC [Offrein (Nov) 1999, Kuznetsov 1994], the number of filter stages grows linearly with the number of wavelength channels. A second advantage of the device layout results from the add-after-drop configuration of the device. This ensures extremely low add-to-drop crosstalk [Roeloffzen 1999, Offrein (Sept) 1999], and the dropped wavelength is isolated from the output port by the channel-splitting as well as the combining sections of the device, leading to an improved suppression of the dropped wavelength at the output port.


Figure 3.30: Schematic drawing of the 1-from-16 add/ drop multiplexer. The boxes represent the individual filter elements ("slicers"). The number in the box indicates the number of delay lines used for that slicer. The free spectral range for slicers $A, B, C$, and $D$ is 3.2, 6.4, 12.8, and 25.6 nm , respectively.

The mask layout for the add-drop multiplexer is shown in Figure 3.31. Because the cascade of couplers and delay lines contains many bend sections, a small radius of curvature is of high interest to keep the ADM device compact. Our (IBM) siliconoxynitride ( SiON )-based structure has a relatively high refractive index contrast of $3.3 \%$ and a waveguide size of $2 \times 3 \mu \mathrm{~m}$ [Bona 1998]. The strong guiding of the mode allows a minimum bending radius as low as 1.5 mm without introducing noticeable bend or radiation losses and thus enables the cascading and folding of many stages into a compact device. The propagation losses of the waveguide are as low as 0.1 $\mathrm{dB} / \mathrm{cm}$ at 1550 nm . The length differences of the 14 delay lines in the design were chosen to result in a channel wavelength spacing of $1.6 \mathrm{~nm}(200 \mathrm{GHz})$ for the complete device. On one arm of each delay line a chromium heater film is deposited, which is used for tuning the ADM to different wavelengths. The heaters are also used to compensate for phase errors in the delay lines.


Figure 3.31: Device layout of the 1-from-16 device. It consists of eight slicers and 14 delay lines.
The input and output are the two center left waveguides and the add and drop are the two center right waveguides. The total device size is $65 \times 14 \mathrm{~mm}^{2}$.

A 1-from-4 and 1-from-8 ADM have also been designed in the same way. The design of these ADMs is not shown here but at the measurements in Chapter 5. The next fabrication chapter does not apply for these ADMs , since these devices have been fabricated at IBM Research in Switserland.

### 3.7 Summary \& Conclusions

A different type of slicer, the MZI + ring, has been designed using a low birefringence (the Type II) buried waveguide channel. Different subcomponents had to be designed first such as bent waveguide, directional coupler and tuning elements, since it was the first time that a device was designed using this waveguide. Fiber to chip coupling can easily be obtained by simple butt-coupling of a high numerical aperture fiber to the lateral tapered waveguide, with as loss of 0.2 dB .

An adiabatic bend having low loss and small size has been designed, the surface is only $15 \%$ larger compared to a non-adiabatic bend with constant radius of $600 \mu \mathrm{~m}$. The estimated loss for a 180 degree bend is 0.029 dB which is much less than a nonoptimized bend 0.47 dB with equal surface area of $0.85 \mathrm{~mm}^{2}$.

We have looked at three different coupling elements namely: the Multimode interferometer (MMI), two mode interferometer (TMI) and directonal coupler (DC). The directional coupler has been chosen as coupling element, since it is the only one which can be designed adiabatically (and thus lossless). Both MMI and TMI have discrete transitions where loss occures. The loss is not high ( 0.2 per coupling element) but since more than 20 cascaded couplers are quite common in advanced filter structures, it ads up to an unexeptable level. A further disadvantage of the MMI is that it has to be redesigned again for every splitting ratio. The sensitivity of DC to changes in the desing parameters are calculated. The DC is extremely sensitive to a change in channel with. The maximum allowed variation in channel width is $0.05 \mu \mathrm{~m}$ for $2 \%$ change in coupling length. So good control of the fabrication process is necessary. The DC is wavelength dependent and the usable bandwidth is $26 \mathrm{~nm}(3.2 \mathrm{THz})$ for 2 $\%$ variation in $L_{\pi}$.

The size of the MZI+ring filter could be kept small by folding the MZI around the ring.
Tunable couplers are used instead of fixed 3 dB couplers in the MZI. In this way it is possible to tune to $3-\mathrm{dB}$ splitting even when the fabricated DC 's deviate from the design. These tunable couplers can always be replaced by standard DC's for a standardized fabrication process. The FSR of the designed filters are 50 and 100 GHz . Probably the 100 GHz type does not work, since the radius of the ring is 0.55 mm , which is smaller than the minimum allowed radius for low loss operation, 0.6 mm .

The shift of the filter curve between TE and TM polarized light is independent of the FSR of the filter. Birefringence $\Delta N_{e f f, T M-T E}=2 \cdot 10^{-4}$ will result in a shift of 26 GHz (= $0.21 \mathrm{~nm})$. This is a problem for the MZI+Ring that has a FSR of 50 GHz .

Three binary tree Add-drop multiplexers (ADM's) have been designed, 1-from-4, 1-from- 8 and 1 -from- 16 during a stay at the Photonic Networks group of IBM. The used slicers are of the lattice type as described in chapter 2 . The size of the 1 -from- 16 ADM is $65 \times 14 \mathrm{~mm}^{2}$. All ADM's are of the add-after-drop type, which ensures extremely low add-to-drop crosstalk. The channel spacing of the ADM's is 200 GHz (=1.6 nm.)

Chromium heaters are used as thermo-optical tuning elements. The tuning speed is in the order of 1 ms .

## Chapter 4: Device fabrication

### 4.1 Introduction

This chapter describes the fabrication process at the MESA ${ }^{+}$facilities of the integrated optical devices. Deposition and characterization of the layers as well as the used deposition and characterization equipment are explained. This is followed by a description of the etch process and the etching machine for fabricating the channels. The layers are annealed in order to obtain low optical loss.
The complete fabrication process can be split up into four different phases. The first phase is the deposition of a low loss planar layer stack. Low loss is obtained by thermal treatment of the layers. The second phase is the patterning of the core layer where the structures on the mask are transferred to the core layer. The third phase is deposition and annealing of the top cladding. This phase completes the fabrication of the buried waveguide structures. The process steps are shown in Figure 4.1. The fourth and last step is the fabrication of the thermo optical tuning elements or heaters. The devices can now be sawn out of the wafer.

### 4.2 Substrate preparation

In order to be able to use standard lithography procedures and deposition equipment, silicon wafers have been used as substrates. The optical circuits should be isolated from the substrate by a thick $(\geq 8 \mu \mathrm{~m}) \mathrm{SiO}_{2}$ lower cladding (the buffer layer). Highquality photolithography requires that the wafers remain flat (within 50 nm ). Since the deposition of a thick buffer layer would introduce a strong stress leading to strongly curved wafers if done on a single side, it is essential to deposit the thick oxide at both sides of the wafer. The most convenient way for this is thermal oxidation. However, using the available MESA ${ }^{+}$cleanroom process, producing an $8 \mu \mathrm{~m}$ thick thermal oxide layer takes approximately one week. For this reason, commercially available [Vegatec] pre-oxidized Si wafers have been used in many cases as starting material (diameter $100 \mathrm{~mm},<100>$ crystal orientation).

(a)

(c)

(e)

(g)

(i)

(b)

(d)

(f)

(h)

(j)

Figure 4.1: Steps in the fabrication process of the planar waveguide device. (a) PECVD SiON deposition. (b) $3.3 \mu \mathrm{~m}$ resist hard-baked at $180{ }^{\circ} \mathrm{C}$. (c) evaporated nickel. (d) and (e) photolithography. (f) nickel etch (wet chemical). (g) resist etch ( $\mathrm{O}_{2}$ plasma). (b) nickel removal. (i) RIE etching of SiON. (j) PECVD SiO2 deposition.

### 4.3 PECVD

Plasma-enhanced chemical vapor deposition (PECVD) is a well-known deposition process for $\mathrm{SiO}_{\mathrm{x}} \mathrm{N}_{\mathrm{y}}$ layers [Morosanu 1990, de Ridder 1998, Bona 1999, Germann 2000]. These layers are highly transparent both in the visible and in the near infrared wavelength region. The refractive index can be set to any value in the region of 1.45 to 1.7 by selecting the process parameters [Wörhoff 1999]. The layer thickness grows linearly with deposition time. The layers are formed from a plasma of $\mathrm{N}_{2}, \mathrm{SiH}_{4}, \mathrm{~N}_{2} \mathrm{O}$ at a temperature of $300^{\circ} \mathrm{C}$. The parallel plate Electrotech Plasmafab 310 PECVD reactor will be used to grow the core and upper cladding for the devices that have been designed in chapter 3. A schematic drawing of the PECVD reactor is shown in Figure 4.2.


Figure 4.2: Schematic diagram of the PECVD reactor used to deposit the dielectric films.
In principle four 100 mm wafers can be processed simultaneously. However, the wafers are arranged in a circle about the reactor axis, which leads to non-uniform layer deposition (e.g. layer thickness decreases with distance from the axis). Therefore, the full capacity of the reactor is not used, and only a single wafer (at the center position) is processed at a time.
The refractive index of the PECVD SiON layers is tuned by changing the flow ratio $\mathrm{N}_{2} \mathrm{O}: 2 \% \mathrm{SiH}_{4} / \mathrm{N}_{2}$ as can be seen in Figure 4.3.


Figure 4.3: Measured refractive index of TE polarized light (at $\lambda=1550 \mathrm{~nm}$ ) and deposition rate of PECVD SiON as function of the flow ratio $\mathrm{N}_{2} \mathrm{O}: 2 \% \mathrm{SiH}_{4} / \mathrm{N}_{2}$. The measured refractive index of TM polarized light is an about $10^{-3}$ bigher.

### 4.4 Film characterization

A very important step in the production process is the characterization of the optical layers. The most important parameters to be characterized are the refractive index and the thickness of the layer since they directly define de waveguide channel. Other important parameters are the wavelength dependent absorption loss of the material, the homogeneity of the refractive index and layer thickness and the surface roughness. Two different characterization setups are used to measure the refractive index and thickness of a layer namely: an ellipsometer (Woollam M44) [Azzam 1977] and a prism coupling setup [Ulrich 1973].
The ellipsometer determines the refractive index and thickness of a layer by probing intensity and polarization of light reflected from interfaces between layers. The incident light is a parallel beam of linear polarized light. The used ellipsometer measures at 44 wavelengths ranging from 601 nm to 1098 nm . The measured refractive index values are fit to the Cauchy dispersion formula (4.1):

$$
\begin{equation*}
n(\lambda)=A+\frac{B}{\lambda^{2}}+\frac{C}{\lambda^{4}} \tag{4.1}
\end{equation*}
$$

where $A, B$ and $C$ are fit parameters. The refractive index can now be calculated at 1550 nm wavelength.

In the prism coupling setup a prism, $\mathrm{P}_{1}$, is used to couple light into a guiding layer as shown in Figure 4.4. A condition for coupling of light is phase matching i.e. when the component of the propagation vector in the prism parallel to the layer stack is equal to the propagation constant of the mode $k_{p z}\left(\varphi_{e}, n_{p}, \varphi_{p}\right)=\beta$. In the prism coupling setup the external angle $\left(\varphi_{e}\right)$ can be changed by rotation of the wafer including prism. The power of the guided mode is measured for a range of angles. For this purpose, a second prism, $\mathrm{P}_{2}$, can be used to couple the light directly onto a detector. The detector can also be placed at the side of the wafer to measure the intensity, since the guided mode is automatically coupled out there. This measurement, without the
second prism turned out to give good results and was used in the setup. The layer parameters ( $d_{w g}$ and $n_{w g}$ ) can now be found from the measured angles of mode propagation. The layer stack must be at least bimodal to determine the two unknowns. The TE and TM modes can be measured independently by changing the polarization of the incoming light. Thus it is possible to measure the birefringence of the layer. It is also possible to measure the propagation loss of the guided mode by measuring the power of the out coupled light for different distances between the in and out couple prisms. The used prism coupling setup is home made and works with a broad range of wavelengths. Both characterization setups, ellipsometer and prism coupling setup, have been used in this work.


Figure 4.4: The principle of prism coupling.

Comparing both measurement setups it cannot be said that one of them is preferred. They both have advantages and disadvantages, as indicated in Table 4.1. The ellipsometer is used to set the correct parameters for the PECVD and the prism coupler is used to check the correct index and thickness.

Table 4.1: Properties of the Ellipsometer and Prism coupling setup

|  | Ellipsometer | Prism coupling setup |
| :--- | :--- | :--- |
| Speed of <br> measurement | in the order of 1 <br> minute | About 30 minutes per wafer |
| Type of substrate | Si wafer | Oxidized wafer (buffer layer <br> needed) |
| Layer thickness | 150 nm | $>900 \mathrm{~nm}$ (two modes at <br> $\lambda=632.8 \mathrm{~nm}$ ) |
| Accuracy refractive <br> index | $710^{-3}$ | $110^{-3}$ |
| Accuracy thickness | 5 nm | 10 nm |
| Birefringence | No | Yes |
| Location | Next to PECVD | Outside cleanroom |

### 4.5 Thermal treatment of the SiON layer

Although the PECVD SiON layers are highly transparent at the infrared wavelength of 1560 nm , there is small absorption of light at the 1460-1560 wavelength region. This absorption is caused by overtones of the resonance frequencies of Si-H and N-H bonds incorporated in the SiON matrix [Albers 1995, Denisse 1986, Hussein 2001, Worhoff 1999]. Thermal heat treatment will remove these hydrogen bonds and low losses below $0.1 \mathrm{~dB} / \mathrm{cm}$ at 1550 nm wavelength have been reported [Horst 1998, Germann 2000]. Figure 4.5 shows the relative absorption loss spectrum of a SiON layer for different anneal temperatures measured with the prism coupler setup. The absorption was set to zero at 1570 nm . The absorption peak is $11 \mathrm{~dB} / \mathrm{cm}$ at 1510 nm for the non-treated layer. Although the absorption falls off rapidly there is still significant loss of $1 \mathrm{~dB} / \mathrm{cm}$ at 1550 nm . This wafer is now cumulatively annealed starting at a temperature of $400^{\circ} \mathrm{C}$. Each time the wafer was kept for at least 3 hours at the anneal temperature. Extreme drop of the absorption peak was observed at 1150 ${ }^{\circ} \mathrm{C}$. The absorption peak reduced to $0.6 \mathrm{~dB} / \mathrm{cm}$ at 1510 nm and less than $0.2 \mathrm{~dB} / \mathrm{cm}$ at 1550 nm . It turned out that no further loss reduction occurred for annealing times longer than 3 hours.


Figure 4.5: Measured spectral absorption loss of a SiON layer ( $n_{1550}=1.527$ ), relative to the loss at $\lambda=1570 \mathrm{~nm}$.

For this reason, we used thermal treatment at $1150{ }^{\circ} \mathrm{C}$ for 3 hours for the SiON core layer as standard Unfortunately the important parameters refractive index and layer thickness are affected by the thermal treatment as shown in Figure 4.6. The index and thickness were measured using the ellipsometer. For the curve with initial index of 1.530 , the index decreases until at $1000{ }^{\circ} \mathrm{C}$ the layer starts to densify and the index increases again. A layer having an initial index of 1.53 will have its index changed by 0.005 and a thickness change of $-5 \%$ after the standard annealing process. These changes have to be taken into account, when depositing the layer.



Figure 4.6: Measured refractive index change (a) and relative thickness change (b) of 4 SiON layers having different initial indices ( $\lambda=1550 \mathrm{~nm}$ ), as function of the anneal temperature. The measurements have been performed using the ellipsometer.

The material birefringence can be calculated since the prism coupler measurements were performed for the two different polarizations. The results are shown in Figure 4.7 for two different initial index values. The measured birefringence shows a dip at $800^{\circ} \mathrm{C}$ for the 1.527 index layer. At $1150{ }^{\circ} \mathrm{C}$ it is almost equal to the non-annealed case.


Figure 4.7: Measured birefringence of 2 SiON layers having different initial refractive indices. The measurements are performed using the prism-coupling setup.

Annealed SiON core layers having the designed refractive index of $1.520 @ 1550 \mathrm{~nm}$ and thickness of 820 nm can now be fabricated and further processed. A pre-annealed index of $1.525 @ 1550 \mathrm{~nm}$ and thickness of 855 nm has to be grown to obtain the designed values after annealing. The curve for $n=1.530$ of Figure 4.6 has been used.

### 4.6 Channel fabrication

### 4.6.1 Photolithography

The next step in the fabrication process is the transfer of the structures on the photomask onto the photoresist on the wafer.

In order to resolve the smallest details on the mask with sufficient accuracy (better than $0.1 \mu \mathrm{~m}$ ) the thickness of the resist should be below $1 \mu \mathrm{~m}$. Unfortunately, such a thin resist cannot withstand the aggressive SiON etching process. Therefore two new multi-step lithographic processes have been developed. (see Figure 4.1). The difference between the two processes is the mask used in the SiON etch step (section 4.6.4):
a) Etching of SiON using a metal mask.
b) Etching of SiON using a thick resist mask

The first step is spinning of photoresist having a thickness of $0.4 \mu \mathrm{~m}$ (process a) or $3.3 \mu \mathrm{~m}$ (process b ). The resist is then hard baked on a hot plate at different increasing temperatures starting at $95^{\circ} \mathrm{C}$ till $140^{\circ} \mathrm{C}$. The slow process ensures good removal of the solvent. After that the resist is baked at an even higher temperature in an atmospheric oven where it is hardened out. A thin nickel layer is evaporated on top of the hard resist using the Balzers BA600 (Figure 4.1c) and a thin photoresist layer is spun on top (Figure 4.1d). The structures on the mask can now be transferred to this resist layer by aligning the mask and the wafer. Once the mask is aligned, hard contact is made (in vacuum) and the wafer is exposed to ultraviolet light through the photomask. Next, the wafer is post-exposure baked. This bake is needed to get a smooth and well defined border between exposed and unexposed resist. The wafer is subsequently developed. The developer removes all the resist that is exposed to the ultraviolet light and the unexposed resist remains unaffected (Figure 4.1e). Next, the remaining resist is hardened on a hot plate. The resist pattern is now examined under the microscope. A picture of the directional coupler is shown below (Figure 4.8). It is important that the resist between the two channels (gap is $1 \mu \mathrm{~m}$ ) has completely disappeared and that the width of the channel and the gap have the right dimensions. The microscope has a line width measurement system for that purpose. It turned out that it is difficult to measure the exact dimensions, since the structures are rather small. The accuracy is about $0.2 \mu \mathrm{~m}$.


Figure 4.8: Microscope picture of resist pattern of the directional coupler structure on top of the nickel layer.

Good lithography will result in smooth patterned resist, as shown in Figure 4.9.


Figure 4.9: SEM image of the sidewall of the channel in photo resist.

### 4.6.2 Wet chemical etching of metal layer (processes a and b)

The next step is the transfer of the resist pattern into the nickel layer by wet chemical etching (Figure 4.1f). The used etch solution is diluted (water) aluminum etch solution. The wafer is first immersed in de-mineralized water and then quickly transferred to the etch solution. The exact etch time depends on the temperature and the age of the solution and varies between 40 and 90 seconds. At the end of the etch process the wafer is placed back into the water. The pre-dip in demi-water is an essential step since it removes possible air bubbles that stick to the sides of the channels. These bubbles then act like a mask in the nickel etching process as shown in Figure 4.10.


Figure 4.10: Microscope pictures of wet etched nickel layers, where air bubbles prevented wet chemical etching. The diameter of the bubble is about $10 \mu \mathrm{~m}$.

### 4.6.3 Reactive ion etching of the base resist (process b)

Reactive ion etching (RIE) is used transfer the structures to the thick base resist. RIE is a dry etch procedure. The machinery (PlasmaFab Electrotech PF340) is almost equal to the PECVD (Figure 4.2). A plasma containing different gasses is generated between two electrodes in a vacuum chamber. The ions in the plasma are accelerated towards the lower electrode where they bombard the wafer that is placed on the lower electrode. The etching process is a combination of chemical and physical etching. Proper setting of the plasma power and chamber pressure results in high anisotropic etch ratios. Oxygen plasma is used for RIE etching of the thick resist. The following parameters are used for the etch process. The oxygen flow rate is 20 sccm $\left(=\mathrm{cm}^{3} / \mathrm{min}\right)$, chamber pressure 10 mTorr , lower electrode temperature $10^{\circ} \mathrm{C}$ and a plasma source power of 50 W . The resulting etch rate of the resist is $220 \pm 10$ $\mathrm{nm} / \mathrm{min}$.

The nickel mask is now removed in the same manner as the patterning described above in 4.6.2. This nickel layer is removed for two reasons. First reason is that nickel will re-sputter during the SiON etch process and thus contaminates the complete wafer. The second reason is that the additional cleaning step, described below, removes the nickel in any case and will be contaminated with nickel if it has not been removed beforehand. What remains is the waveguide stack including the channel structure in thick resist (Figure 4.1h). The wafer is now dipped in a cleaning solution where it cleans the surface of unwanted contamination. It turned out be an extremely crucial process step as be explained in section 4.7. Unfortunately this cleaning step is not possible in the metal mask case (process a), since it removes the metal.
Figure 4.11 shows the resist profile of a channel before and after the cleaning step.


Figure 4.11: Two different SEM images of the $3.3 \mu \mathrm{~m}$ thick resist profile before (left) and after (right) the cleaning step.

### 4.6.4 Reactive ion etching of the SiON layer

The same RIE machine is now used to etch into the SiON layer (and also through the thin protective resist layer of process b). Fluorine based gasses are led into the etch chamber at a background pressure of 10 mTorr . The plasma is activated with a power
of 50 W . The lower electrode is kept at a temperature of $10^{\circ} \mathrm{C}$. Steep vertical walls are obtained with these parameters. A special interferometric tool is used to measure the etch depth in situ. Since this etch process is highly anisotropic, minor contamination (when the cleaning step is not applied) of the wafer surface leads to extreme roughness: a "grassy" pattern has formed, after etching. Figure 4.12 shows a picture of RIE etched SiON layer without the cleaning step.


Figure 4.12: SEM images of the channel and surface after SiON etch step of process option a (metal mask, without cleaning step). The sidewall of the channel is smooth but a grass pattern bas formed on the surface.

The etch depth including the remainder of the resist mask is measured using the surface profile scanner (Dektak 8). Then the resist is removed by the standard wafer cleaning process and the depth is measured again. The SiON and resist etch speed can now be calculated. The etch rate of photoresist ( $147 \pm 3 \mathrm{~nm} / \mathrm{min}$ ) is almost three times as fast as that of $\operatorname{SiON}(57 \pm 2 \mathrm{~nm} / \mathrm{min})$. Microscope pictures of the directional coupler are shown in Figure 4.13 for both options: metal mask (a) and thick resist mask (b). The thick resist did not withstand the etching process of the SiON resulting in rough sidewalls and narrowed channels.


Figure 4.13: Microscope picture of directional coupler in SiON for both process options: metal mask (a) and thick resist mask (b). The sidewall of the channel is rough and the channel has become narrower for option b (compare with Figure 4.8)

At this point it is difficult to choose the best option, since both options have imperfections. The metal mask gives good channels (smooth sidewalls and good dimensions) but extreme roughness of the surrounding area. The thick resist mask (incl. the additional cleaning step) gives a smooth surface but imperfect channels (rough side walls and channel narrowing). Devices will be fabricated using both options, to see which option gives the lowest loss. The metal mask option is seems to be most favorable for its preserving the channel width, since design of the DC showed high sensitivity to error in channel width.

### 4.7 Upper cladding deposition

The next step is deposition of the $8-9 \mu \mathrm{~m}$ thick $\mathrm{PECVD} \mathrm{SiO}_{2}$ uppercladding (Figure 4.1j). Actually this layer still is a $\mathrm{SiO}_{x} \mathrm{~N}_{\mathrm{y}}$ material, but since it contains only a small amount of nitrogen, and it has the lowest index that can be obtained using this process it is called $\mathrm{SiO}_{2}$. The same PECVD machine will be used as in the deposition of the core layer, only with different settings. The refractive index is 1.472 @ 632.8 nm wavelength and 1.458 for a wavelength of 1523 nm . It is not necessary to put the wafer at the middle position of the under electrode since the thickness of this layer is not a very critical parameter and maximum four 100 mm wafers can be processed simultaneously. Figure 4.14 shows two microscope pictures of a channel structure and surroundings after the deposition started with a rough and flat surface respectively. The $\mathrm{SiO}_{2}$ layer did not grow homogeneously on the rough surface. This will lead to unacceptable optical losses and emphasizes the need for the cleaning step.


Figure 4.14: Top view microscope pictures of a channel structure and surrounding after deposition of the upper cladding, metal mask option (left) and thick. resist option including cleaning step (right).

The SEM picture below (Figure 4.15) show the facet, obtained by cleaving, of the layer stack including the waveguide channel. The PECVD $\mathrm{SiO}_{2}$ did not grow smoothly over the channel. It starts growing on top of the channel, at the large surface, but also on the sidewall of the channel. A border can be observed at the point where the surface and the side grown depositions meet, resulting in a small gap. The initial angle of this gap is about 60 degrees. This discontinuity probably causes some optical propagation loss.


Figure 4.15: SEM images of the side facet of a cleaved wafer.
Although the optical loss is already extremely low for PECVD SiO 2 layers, the layer will undergo thermal treatment. The reason for this is lowering of the refractive index of the material so that it becomes equal to the index of the thermal $\mathrm{SiO}_{2}$. Figure 4.16 shows the refractive index and thickness of a $9 \mu \mathrm{~m}$ thick $\mathrm{PECVD} \mathrm{SiO}_{2}$ as function of the anneal temperature. The annealing time was 4 hours in all cases. The layer stack next to the waveguide is $\mathrm{Si} / \mathrm{Thermal} \mathrm{SiO}_{2} / \mathrm{PECVD} \mathrm{SiO}_{2}$ layer. The indices of both oxides were assumed to be the same in the design of the channel, but in reality there will always be a small difference. The PECVD $\mathrm{SiO}_{2}$ layer will become a guiding layer when the anneal temperature of the PECVD $\mathrm{SiO}_{2}$ is set so that the index is higher than the thermal oxide and light can propagate as slab light. Guided modes can only exist in the Si substrate when the index of the $\mathrm{PECVD} \mathrm{SiO}_{2}$ is lower than the thermal oxide and light not guided by the channel is automatically removed. The standard
anneal process is set to 4 hours at $700^{\circ} \mathrm{C}$. The index is 1.444 , which is a bit lower than the 1.446 of thermal $\mathrm{SiO}_{2}$.


Figure 4.16: Refractive index of $\mathrm{PECVD} \mathrm{SiO}_{2}$ as function of anneal temperature.

### 4.8 Thermal tuning elements

In order to tune the device, electrical heaters (chromium) are placed on top of the upper cladding above the channel waveguides. Heating is done by an electrical current flowing through the resistive chromium heater material when a voltage difference is applied to the heater through aluminum leads connected to bond pads. Fabrication of the heaters is done by the lift-off process as shown in Figure 4.17. On top of the wafer containing the buried waveguide structures, a $1 \mu \mathrm{~m}$ thick photoresist layer is spun and pre-exposure baked at a temperature of $95^{\circ} \mathrm{C}$. Next, the wafer is exposed in the mask aligner through the heater-mask. The heater mask is of the inverted type, meaning that the heater structures are transparent. The resist is removed at the heater positions after developing. Next a 150 nm thick chromium layer is evaporated on top of the wafer using the Balzers BA600. The unwanted chromium is removed by placing the wafer in an ultrasonically agitated acetone bath. The next step is the fabrication of the lead waveguides by deposition of a $1-2 \mu \mathrm{~m}$ thick aluminum layer on top of the chromium except at the heater positions by a similar lift-off process. The dissipation of electrical power in the electronic leads can now be neglected since their resistance is low. Two microscope pictures of the heater and lead are shown in Figure 4.18. The fabrication is now finished and the devices can be sawn out of the wafer.


Figure 4.17: Steps in the fabrication process of the thermo optical tuning elements. Resist (a) is spun on top of the wafer and exposed with ultraviolet light through the beater maske, and the resist is developed (b). Chromium (c) is sputtered on top and immersed in acetone to initiate the lift-off process ( $d$ ). The steps are repeated once again but now with the lead mask ( $e, f, g$ and $b$ ).


Figure 4.18: Microscope picture of the heaters and the leads.

### 4.9 Conclusions

The MZI+ring has been fabricated using SiON waveguide technology. The fabrication process was described in this chapter. The different ways to realize the channel have been examined:

- Realization of the channel using a thick layer of photoresist. The thick photoresist could not withstand the etching of the channels. As a result, the sidewalls were extremely rough and the channel was much narrower than designed. The surface of the wafer could be cleaned by a additional cleaning step before etching of the SiON channel, since photoresist is not affected by an additional cleaning step. The surface of the wafer is smooth after etching and the upper cladding can also be grown well.
- Realization of the channel using a metal mask resulted in well-defined channels: the sidewalls where smooth and the channel width was as designed. Unfortunately, the etched surface was extremely rough because the cleaning step could not be applied since this cleaning step removes the metal mask. As a consequence the upper cladding could not be grown smoothly.

Further research of the fabrication process is necessary to tackle this problem.

## Chapter 5: Device performance

### 5.1 Introduction

This chapter shows the performance of the 1-from-4, 1-from-8 and 1-from16 ADM The performance of the sub-components is also measured. The chapter starts with the description of the measurement setup in section 5.2, followed by the measurement steps needed for characterizing the building blocks in section 5.3. Next the measurement results of the straight and bent waveguide are presented in section 5.4 followed by the measurement of the power splitting of the directional coupler (section 5.5). The performance of the lattice type slicers is shown in section 5.6. Next the measurements on the ADM's are presented in section 5.7. Properties of the heaters, linearity with wavelength and maximal power are presented in section 5.8. Transmission spectra and group delay measurements on the MZI + Ring configuration are shown in section 5.9. The chapter ends with a discussion about the two types of slicers.

### 5.2 Experimental setup

The performance of the MZI + ring has been measured using an infrared characterization setup as shown in Figure 5.1. It is a versatile setup for characterizing the device and its building blocks. Infrared and visible light are coupled together using a $50 / 50$ fiber coupler. The visible HeNe laser light ( $\lambda=633 \mathrm{~nm}$ ) is used for alignment and will be turned off during a measurement. Light from one of the two outputs is then linearly polarized and coupled into a polarization maintaining fiber (PMF). The polarized light is then coupled from the cleaved fiber end into the planar waveguide chip by simple butt coupling. It is important that the center of the fiber is aligned to the center of the waveguide. Therefore the fibers are placed on a $x-y-z$-stage controlled by piezoelectric actuators. The fiber must be placed as close as possible against the chip to obtain optimal coupling. Index matching gel can be used to eliminate possible Fabry-Perot reflections in the air gap. The polarization state of the coupled light can be controlled by rotating the fiber around its axis. If a principal axis of the PMF has been aligned with the waveguide plane, a quick change between TE and TM coupled light is easily obtained just by rotating the polarizer by 90 degrees in order to couple through the second PMF principal axis. The light remains linearly polarized and no drop in intensity was observed. The chip is fixed on an $x$-axis stage with a vacuum holder. The light from the chip is coupled into a standard single mode
fiber (SMF) (again using butt-end coupling) where it is split up by a second fiber splitter and transported to a power meter (Newport 2832 C) and an optical spectrum analyzer (OSA, Ando AQ-6310). Two different infrared light sources are available. The first is an erbium doped fiber source (EDFS) emitting a continuous spectrum of infrared light in the 1510-1570 nm wavelength range. The OSA can then be used to do spectral measurements. The maximal resolution is 0.1 nm and a typical scan takes about 10 seconds. The second source is an infrared tunable laser (Hewlett-Packard, HP8168C, $\lambda=1500-1600 \mathrm{~nm}$ ). The wavelength can be controlled by a computer. The spectral measurement is performed by stepping the wavelength of the laser and simultaneous read out of the power on the detector. The spectral resolution is much higher $(0,1 \mathrm{pm})$ than that of the spectrum analyzer but a wavelength scan lasts for several minutes. A second difficulty of the laser is that the light is already polarized and the polarization state changes in the connection fibers with the wavelength resulting in change in intensity after the polarizer. The use of the EDFS - spectrum analyzer combination is preferred over the laser when 0.1 nm resolution is sufficient. A computer program optimizes the position of the fibers and maximizes the measured intensity.

The shape of the mode profile can be examined by exchanging the fiber at the output side by a lens objective that images the output facet on an infrared camera. Non circular mode profile and bimodality can easily be observed.

Propagation of light through the channels can be observed by a camera, which is placed above the chip. It shows the scattered light from the channel and thus is only useful for minor quality waveguides

For thermo-optic measurements, bond-pads of the chip are connected to individual DC voltage sources. The voltage can be controlled accurately by the computer and can be set from 0 to 40 volt. The maximum current is 100 mA .


Figure 5.1: Diagram of the experimental setup to test the device.

### 5.3 Measurement steps

The next step after fabrication of the device is the measurement of the performance of the device and its individual building blocks. The performance of the device depends on the performance of its individual building blocks. It is obvious that if one of its building blocks is malfunctioning, the total device will work neither.

Therefore, additional building blocks have been placed on the mask so that they can be individually characterized.

The measurement program is summarized as follows:

1. Check of the quality of the in- and out-couple fibers:

- First measure the fiber-to-fiber power (or spectral power density) without inand out-couple fiber.
- Second, measure the in-couple fiber to out-couple fiber (without device) power (or spectrum) where the centers of two cleaved fibers are aligned and brought into contact. The fibers must be re-cleaved when there is a large difference ( $>0.2 \mathrm{~dB}$ ) with respect to the first measurement. If the difference is sufficiently small, the setup is ready to measure the device.

2. Measurements on straight waveguide channels:

- Channel loss: The easiest way to measure the channel loss and the fiber to chip coupling loss is by measuring the output power of different lengths of channels (cutback method). This must be a straight line in a logarithmic graph where the slope gives the channel loss in $\mathrm{dB} / \mathrm{cm}$. The extrapolated value for zero channel length gives the fiber to chip coupling loss, if the graph is normalized with respect to the fiber-to-fiber measurement. If the measurement is performed with the spectrum- analyzer one also gets the spectral losses, which is interesting since the losses near 1510 nm are larger because of absorption. This also provides a check on parasitic Fabry-Perot resonances. The difference between the TE and TM measurement gives information about polarization dependent coupling and polarizationdependent channel loss. The birefringence (difference between $N_{e f f ; T E}$ and $N_{\text {eff }}(M)$ of a waveguide channel can be determined by measuring the frequencydependent mode beat between the TE and TM light.
- Another important measurement is looking at the mode profile with the camera at the outcouple facet since it can show bimodality and a non circular mode profile. The size of the mode profile relative to a SMF can also be measured.

3. Measurements on bend waveguide structures:

- Measurement is performed for different bend radii and the bend loss is expressed in $\mathrm{dB} / 90 \mathrm{deg}$. The channel losses can be filtered out, since the lengths of the designed bend test structures are all equal. The relation between bendloss and bendradius is exponentional.
- Adiabatic bend loss measurement. Same measurement as non-adiabatic bend.

4. Measurements on the directional coupler:

- The two important parameters for the directional coupler are loss and splitting ratio for TE and TM polarized light. By comparing the total output power at the output ports of the DC with that at the output of a channel of equal length one can determine the excess loss of the DC. The difference between the splitting ratios for TE and TM polarized light is an important quality factor of the DC. Measurement is performed for different lengths of the DC.

5. Measurement on the slicers:

- The most important measurement is the power spectrum. It can be measured by making use of the broadband light source and spectrum analyzer or tunable laser and detector.
- Measurement of the group delay of the filter. Using a different setup (to be discussed in 5.9.2.)

6. Measurement on the ADM's:

- The filter curves of the ADM's are measured in the same way as the slicers.


### 5.4 Characterizing of waveguides

### 5.4.1 Waveguide loss

The loss of the waveguides has been measured by using the cutback method. The output power of two waveguides of different length has been measured. The difference in power divided by the length difference gives the channel loss in dB per unit length. Figure 5.2 shows the measured waveguide loss as function of wavelength for both TE and TM polarized light. The minimum loss is 0.55 and $0.73 \mathrm{~dB} / \mathrm{cm}$ for TE and TM respectively. The absorption peak is about $1.3 \mathrm{~dB} / \mathrm{cm}$ at 1516 nm wavelength. The absorption peak is not expected at 1516 nm wavelength but at 1510 nm . Probably the absorption still goes up and the measurement goes wrong. An explanation is that the power below 1520 nm gets too low to be measured well. The loss at 1520 nm is slightly less than $1.3 \mathrm{~dB} / \mathrm{cm}$ and has been reduced a lot compared to the measured $4-5 \mathrm{~dB} / \mathrm{cm}$ in [van Lith 2000 ] because of the annealing process. We have measured (using the broadband light source) the channel loss on a total of 6 wafers and it varied from $0.50 \mathrm{~dB} / \mathrm{cm}$ to $3.60 \mathrm{~dB} / \mathrm{cm}$. The experimental error depends on the variation in the fiber to chip coupling loss and is about 0.2 dB . The major cause for the waveguide loss is the sidewall roughness of the channel. The wafers, which had lower sidewall roughness during fabrication, turned out to have lower loss. Lower losses can only be obtained by careful processing of many wafers and optimization of the etching process. The measured waveguide loss of the wafer containing "good" functioning filters was $1.7 \mathrm{~dB} / \mathrm{cm}$. This is important to know since this loss will have effect on the filter curve.


Figure 5.2: Channel loss as function of the wavelength.

### 5.4.2 Bend loss measurements

Bent waveguides can be characterized by comparing bends with different radii. These bend structures were designed in such a way that the total optical channel length is always the same. The loss of the bend is given in $\mathrm{dB} / 90^{\circ}$. The result of the
measurement depends strongly on the alignment of the fibers to the chip. Figure 5.3 shows the measured bend loss of a $90^{\circ}$ bend plus two straight-to-bend transitions as function of the bend radius for standard bends. The broadband light source and power meter are used for the measurement. These bends are not adiabatic and no offset was applied between straight and bend. Bend losses were also calculated and shown in Figure 5.3. The calculation was performed by TempSelene [C2V] using the parameters of the Type II waveguide. The bend loss is 0.2 and $0.5 \mathrm{~dB} / 90^{\circ}$ at a bend radius of $700 \mu \mathrm{~m}$ for TE and TM polarized light respectively, which is a bit higher than the calculated bend loss (see Figure 5.3). The error in the measurement is 0.2 dB , which can be reduced by cascading more 90 -degree bends. For this measurement we used four cascaded 90 -degree bends.


Figure 5.3: Measured and calculated bend loss ( $90^{\circ}$ bend +2 transitions) as function of bend radius of the non-adiabatic bend. Waveguide loss has been subtracted out.

Bend loss is reduced with adiabatic bends, as shown in the measurement result of Figure 5.4. Here the $0.2 \mathrm{~dB} / 90^{\circ}$ threshold lies at $475 \mu \mathrm{~m}$ radius. This measurement has less noise compared to the previous, because here we used 52 cascaded 90 -degree bends.


Figure 5.4: Bendloss of the adiabatic bend as function of the minimal bendradius.

### 5.5 Directional coupler performance

Several DC's having different lengths of the straight coupling section have been placed on the mask in order to enable measurement of the coupling length. The measured bar and cross power is shown in Figure 5.5. A sine-shaped function has been fit to the measurements. The coupling length $\mathrm{L}_{\pi}$ (of the straight coupling section) is $354 \mu \mathrm{~m}$ for TM and $406 \mu \mathrm{~m}$ for TE respectively, which deviates from the designed $257 \mu \mathrm{~m}$. A main cause for this deviation is probably a too high index contrast between the core and the cladding. For 3 dB couplers, the length of the straight coupling section has been designed to be $L_{s t r}=39.2 \mu \mathrm{~m}$. The measured power coupling of these devices was found to be 0.30 for TE and 0.33 for TM respectively. It should be noted, that even though the actual coupling deviates from the designed value, it is still possible to tune the tunable couplers (that are part of the MZI + ring filter) to the 3 dB point. The measured power-coupling ratio of the ring coupler (with a length of the straight coupling section $L_{s t r}=105.6 \mu \mathrm{~m}$ ) is 0.59 and 0.52 for TM and TE respectively, which is considerably lower than the designed 0.82 (and this one cannot be compensated). As a consequence, the filter curve of the MZI + ring will deviate from the designed transfer function as will be seen in section 2.5 . Main cause of the deviation is the fabrication process, which must be improved to get DC's with correct coupling length.
Excess loss compared to a straight waveguide of equal length has not been observed for any of the characterized DC's.


Figure 5.5: Measurement and fit of the bar and cross output power as function of the length of the coupler for TM polarized light. The broadband light source and power meter were used for the measurement.

The wavelength dependence of the DC has been measured on the DC having a straight coupling section of $455 \mu \mathrm{~m}$ and is shown in Figure 5.6. This coupler is sensitive to the wavelength because it is quite long (compared to the DC's used in the filter) and the power transfer is close to the $3-\mathrm{dB}$ point. The power of the cross output is given by the following equation.

$$
\begin{equation*}
P_{\text {cross }}(\lambda)=\sin ^{2}\left(\frac{\pi L}{2 L_{\pi}(\lambda)}\right) \tag{5.1}
\end{equation*}
$$

where $L_{\pi}(\lambda)$ is the wavelength dependent coupling length calculated in section 3.3.7 and $L$ is the length of the coupler.. A good fit (crossing at the same position) can be obtained with coupler length $L_{s t h}=395 \mu \mathrm{~m}$ and is also shows in Figure 5.6. This length is smaller since coupling in the leads in not included in eq. (5.1) and the formula $L_{\pi}(\lambda)$ for the designed coupler was used.


Figure 5.6: Measurement (solid) and fit (dashed) of the normalized power output of the bar and cross output of a $455 \mu \mathrm{~m}$ long directional coupler as a function of wavelength

### 5.6 Slicer performance

In this section, measurements on individual slicers are presented, starting with the two and three stage resonant coupler filters. The measurements of the MZI + Ring slicers are not presented in the section but at the end of the chapter.

### 5.6.1 2 stage slicer

This slicer was fabricated and measured at the optical networking group of IBM. The used DC's are also from IBM design and are not to be confused with those of the previous measurement.
Figure 5.7 shows the measured filter curve for the 2 -stage slicer having an FSR of 800 $\mathrm{GHz}(6.4 \mathrm{~nm})$. The bar and cross spectra were measured for both TE and TM polarized light separately without retuning the slicer. From comparing the measurement with the design, it can be concluded that the filter almost works as designed. There is a small deviation in the power coupling ratios of the directional couplers of the slicer resulting in a small asymmetry between the bar and cross measurement. The deviation from the design is in the order of 4 percent. The crosstalk is -19.0 dB and -13.5 dB for the bar and cross-port respectively. The width of the passband $1.8 \mathrm{~nm}(28 \%$ of the FSR) at -0.5 dB . The measured shift between the curves of the TE and TM polarized light is $0.2 \mathrm{~nm}(25 \mathrm{GHz}$ ), indicating a birefringence of $\Delta N_{e f f, T M-T E} \approx 2 \cdot 10^{-4}$. Additional loss compared to a straight waveguide was not observed.


Figure 5.7: Measured spectra for the 2-stage slicer (FSR is 6.4 nm ). The spectra were measured for TE ( 2 bar and 2 cross) and TM (also 2 bar and 2 cross) light separately, without retuning.

### 5.6.2 3-stage slicer

The spectrum of the 3 -stage slicer was measured in the same way as the 2 -stage slicer and the result is shown in Figure 5.8. The measured FSR is $3.2 \mathrm{~nm}(400 \mathrm{GHz})$. The measured crosstalk is -13.2 dB and -11.1 dB for the bar and cross respectively. The width of the passband is 1.2 nm ( $38 \%$ of the FSR) at -0.5 dB . The TE TM shift is also 0.2 nm .


Figure 5.8: Measured spectra for the 3 stage slicer (FSR is 3.2 nm ). The spectra were measured for TE and TM light separately, without retuning.

### 5.7 ADM measurements

Three ADM were designed and fabricated, 1-from-4, 1-from-8 and the 1-from-16. The measurement results are presented here.

### 5.7.1 ADM layout

Figure 5.9 shows the schematic drawing of the three ADM's and Figure 5.10 shows the device layout of the 1 -from- 16 device, which has been folded at the connection between the splitting and combining sections. The channels spacing is 1.6 nm . The add-drop multiplexer can be tuned to any wavelength channel by properly addressing the individual heaters. To find the optimum heater settings for a given wavelength, one can use manual or automatic optimization procedures, like the LevenbergMarquardt algorithm. We used manual tuning of the devices where the non-used channels are used for tuning. The devices have been pigtailed and packaged by a commercial company Opto Speed [optospeed] and installed into a control box (IBM design). This control box consists of (maximal 16) amplifiers for tuning the heaters and a computer with $\mathrm{D} / \mathrm{A}$ converter. The voltage across every heater can be regulated between 0 and 40 Volt. The size of the 1 -from- 16 chip is $65 \times 14 \mathrm{~mm}^{2}$. The sizes of the 1 -from- 8 and 1 -from- 4 are not much smaller since only the small single-stage sections D and C are removed.


Figure 5.9: Schematic drawing of the three add/drop multiplexers ((a) 1-from-4, (b) 1-from-8 (c) 1-from-16 ). The boxes represent the individual filter elements ("slicers"). The number in the box indicates the number of delay lines used for that slicer. The free spectral range for slicers $A$, B, C, D is 3.2, 6.4, 12.8 and 25.6 nm respectively.


Figure 5.10: Device layout of the 1-from-16 ADM. It consists of eight slicers and 14 delay lines. The non-used ports are also lead out and are used to tune the individual components.

In the following the measurements on the ADM's will be discussed, starting with the 1 -from- 4 and ending with the 1 -from- 16 . Since the add-to-out filter curve is equal (mirror symmetry of the device) to the in-to-drop it is not shown separately. Since the birefringence of the slicers is low, non-polarized light is used for all measurements. The measured TE-TM shift (measured on the slicers) is smaller than 0.2 nm , resulting in negligible bandwidth degradation.

### 5.7.2 1-from-4 ADM measurement

Figure 5.11 shows the measured (solid black curve) and designed (dashed grey curve) in-to-drop spectrum, where wavelength 3 is dropped and 1,2 and 4 are isolated for at least 20 dB . The flat pass-band for the drop channel has width of $\sim 0.7 \mathrm{~nm}$ at 0.1 dB . The measured loss is 3 dB . It can also be seen that the response is periodic with 6.4 nm period. The isolation is reduced to 15 dB at the wavelength 1590 nm , caused by the wavelength dependence of the used DC's. Absorption for smaller wavelengths is observed in the measurements. The bends and directional couplers showed no measurable additional loss compared to a straight channel.


Figure 5.11: Measured (solid) and designed (dashed) in-to-drop (or add-to-out) spectrum for a packaged 1-from-4 add-after-drop multiplexer. Nonpolarized light was used in the measurements.

Figure 5.12 presents the transmission spectrum for the in-to-out connection. The dropped wavelength is isolated by at least 31 dB (channel 3). The notch width of the drop channel is 1.0 nm (is $44 \%$ of the channel spacing) at 20 dB isolation. Between the through channels small notches are visible which are due to multipath interference between the two paths leading from the drop to the add section of the device. Because these paths are made equally long, the interference is not wavelength dependent and only leads to additional losses. These become significant only outside the flat passband ranges of the first slicer. Therefore, each of the through channels has, like the drop channel, a usable bandwidth of 0.7 nm . The on-chip loss for the in-to-out connection is about 3 dB . The isolation degrades to 12 dB for larger wavelengths, which is due to the wavelength dependent coupling ratio of the DC's.


Figure 5.12: Measured (solid) and designed (dashed) in-to-out spectrum for 1-from-4 add-afterdrop multiplexer. Nonpolarized light was used in the measurements

### 5.7.3 1-from-8 ADM measurement

The black dashed line in Figure 5.13 shows the measured in-to-drop spectrum, where channel 5 is dropped. The isolation between the transit and the drop channels is better than 19 dB . The flat pass-band for the drop channel has width of $\sim 0.7 \mathrm{~nm}$ at 0.1 dB . The measured loss is 6 dB , which is higher than the 3 dB loss of the 1-from 1-from- 4 ADM. This is probably caused by a misalignment of the pigtailed fibers.

The solid curve in Figure 5.13 presents the transmission spectrum for the in-to-out connection. The dropped wavelength is isolated by at least 21 dB (channel 5). The notch width of the drop channel is 1.0 nm at 20 dB isolation. The fiber-to-fiber loss for the in-to-out connection is about 8 dB , which is also high compared to the 1 -from 4 ADM. The difference in loss of in-to-out and in-to-drop is 3 dB and is also higher than expected. Probable cause is the different misalignment of the pigtailed fibers.


Figure 5.13: Measured in-to-out (solid) and in-to-drop (dashed) spectrum for 1-from-8 add-afterdrop multiplexer. The designed curves are shown in grey. Nonpolarized light was used in the measurements.

### 5.7.4 1-from-16 ADM measurement

The dashed curve in Figure 5.14 shows the measured spectrum of the in-to-drop or add-to-out connection. The flat pass-band for the drop channel has a width of $\sim 0.7$ nm at 0.1 dB . The isolation between the transit and the drop channels is better than 18 dB . The difference between designed and measured isolation is due to a small deviation of the coupling lengths of the fabricated couplers compared to the design. The on-chip loss for the in-to-drop connection is about 4 dB .
The solid curve in Figure 5.14 presents the transmission spectrum for the in-to-out connection. The dropped wavelength is isolated by at least 26 dB . The notch width of the drop channel is 1.0 nm at 20 dB isolation. Because these paths are made equally long, the interference only leads to additional losses. These become significant only out-side the flat passband ranges of the first slicer. Therefore, each of the through channels has, like the drop channel, a usable bandwidth of 0.7 nm . The on-chip loss for the in-to-out connection is about 4 dB . The uniformity of the transit channels at the output ports is 1.6 dB , where channel 1 has the lowest transfer and it also not flattened. This can be explained, since its path goes through al eight slicers and is thus rounded most. Channel 5 and 13 travel through six slicers and have lower transfer than the others.


Figure 5.14: Measured in-to-out (solid) and in-to-drop (dashed) spectrum for 1-from-16 add-after-drop multiplexer. The designed curves are shown in grey. Nonpolarized light was used in the measurements.

The add-after-drop configuration resulted in a homo-wavelength crosstalk from the add-to-drop port of less than -50 dB as shown in Figure 5.15.


Figure 5.15: Measured add-to-drop spectrum for 1-from-16 add-after-drop multiplexer.
Nonpolarized light was used in the measurement. The filter was set to drop 1550 nm wavelength.

### 5.7.5 Comparison and discussion

The following table shows different characteristics of the three ADM's. All three ADM's function well. Some variations in isolation were observed, especially the isolation at the output port varied from 21 to 31 dB for the 1 -from- 8 and 1-from-4 respectively. One should expect that the 1 -from- 16 has the worst isolation, since it has four different paths leading from in to out, but its isolation was 26 dB and thus better than the 1 -from- 8 . The usable bandwidth is 0.7 nm , which is $44 \%$ of the channel spacing. The fiber-to-fiber loss varied from 3 to 8 dB , this variation can be mainly contributed to the fiber to chip coupling. The uniformity of the excess channels at the output was best for the 1 -from-4 and worst for the 1 -from 16.

Table 5.1: Characteristics of the three ADM's.

|  | 1-from-4 | 1-from-8 | 1-from-16 |
| :--- | :--- | :--- | :--- |
| Channel spacing | 1.6 nm | 1.6 nm | 1.6 nm |
| Usable bandwidth | 0.7 nm | 0.7 nm | 0.7 nm |
| Period | 6.4 nm | 12.8 nm | 25.6 nm |
| Packaged | yes | yes | yes |
| Location | Flamingo | Flamingo | IBM |
| Fiber to fiber loss in-to-drop | 3 dB | 6 dB | 4 dB |
| Fiber to fiber loss in-to-out | 3 dB | 8 dB | 5 dB |
| Uniformity at out | 0.1 dB | 1.3 dB | 1.6 dB |
| TE-TM shift | 0.2 nm | 0.2 nm | 0.2 nm |
| Isolation at drop | 20 dB | 19 dB | 18 dB |
| Isolation at out | 31 dB | 21 dB | 26 dB |
| Chip surface | $49 \times 14 \mathrm{~mm}^{2}$ | $57 \times 14 \mathrm{~mm}^{2}$ | $65 \times 14 \mathrm{~mm}^{2}$ |

### 5.7.6 Thermal tuning

Figure 5.16 shows the power applied to of three heaters for different drop wavelengths measured on the 1 -fron- 8 ADM.. It clearly shows that the power goes linearly with the wavelength. The maximal power for tuning across one FSR is 0.59 W per heater.


Figure 5.16: Heater tuning of three (of the in total 12) different heaters of the 1-from-8 ADM.

### 5.8 MZI + ring resonator

### 5.8.1 Power transfer

Figure 5.17 shows the measured filter response of the MZI + ring slicer (fabricated at MESA ${ }^{+}$. The measurement was performed with TM polarized light. Because the resolution of the OSA is only 0.1 nm it was not possible to do the measurement using the OSA and the tunable laser was used instead. The OSA was only used during tuning of the device because the measurement of the spectrum takes less than one second. Both tunable couplers were tuned to the 3 dB splitting point and the ring was tuned to the right relative phase (compared to the MZI). Passband flattened and stopband broadened response is clearly observed. The measured FSR $=0.400 \mathrm{~nm}$. The measured crosstalk is -14 dB , which is higher than the designed value of -29 dB . This difference can easily be explained. From of the measurement of the separated DC's it is already known that the power coupling to the ring is not the designed 0.82 but only 0.59 for TM polarized light. The calculated filter response will be almost equal to the measured one when 0.59 power coupling is used as shown in Figure 5.18. The passband of the filter is a little bit rounded, which can be explained by loss in the ring, which is higher near resonance.


Figure 5.17: Measured bar (black) and cross (grey) filter response for TM-polarized light.


Figure 5.18: Measured cross for TM polarized light, ideal and fit ( $\kappa_{r}=0.59$, loss $=1.7 \mathrm{~dB} / \mathrm{cm}$, MZI couplers: $\kappa=0.5$ and $\kappa=0.51$ ) cross transfer.

The filter response is also measured for TE polarized light without retuning the heater settings and is shown in Figure 5.19 (dashed line) and after retuning the ring (solid line). Two problems can be identified:

1) The ring is detuned with respect to the MZI.
2) The MZI shows a 0.03 nm TE-TM shift

Both problems are due to waveguide birefringence, which may be different is the straight and the curved ring.
Further research has to be performed to tackle this birefringence problem. It is difficult to make filters with 50 GHz FSR that are free of birefringence, since
$\Delta N_{\text {eff }, T M-T E}=2 \cdot 10^{-4}$ always results in a frequency shift of 25 GHz independent of the FSR of the filter. It would be nice to have a way to tune the birefringence actively. The crosstalk for TE polarized light is 12 dB , which is higher than for the TM polarized light. This can be explained by the even smaller power coupling ratio of $\kappa_{\mathrm{r}}=0.52$.


Figure 5.19: Measured bar (grey) and cross (black) filter response for TE-polarized light. The dashed curve was found without retuning.

The bar measurements for both TE and TM are shown in Figure 5.20. It again shows that the filter is not free of birefringence and that a good transfer curve can be obtained for TE polarized light after retuning of the ring. The shift between the TE and TM curve is then 0.03 nm .


Figure 5.20: Measured bar response for TM, TE without retuning and TE retuned.

### 5.8.2 Dispersion measurement of the MZI + Ring filter

### 5.8.2.1 setup

The setup shown in Figure 5.21 has been used to measure the chromatic dispersion of the MZI+ring filter. The measurement is known as the Phase shift method [Daikoku 1978, Marcuse 1981]. Monochromatic light from a tunable laser (Hewlett-Packard, HP8168C, $\boldsymbol{\lambda}=1500-1600 \mathrm{~nm}$ ) is modulated with a sinusoidal signal (fixed frequency) by an external modulator (UTP). Since the modulator is polarization sensitive a polarization manipulator (Hewlett-Packard, HP11896A) has been put in front. Next the light is amplified ( $\pm 20 \mathrm{~dB}$ ) using a EDFA (Firmstein Technology) and split by a fiber splitter. One part goes to a photo detector (New Focus, model 1011). The other part is coupled into the device under test (DUT) after it has been re-polarized. Since the intensity was too low to be detected a second EDFA was used for amplification. The light was detected by a second detector (Hewlett-Packard, HP83411C). Central in this setup is the Lightwave Component Analyzer (Hewlett-Packard, HP8702B), which drives the modulator and receives the signals from the two detectors. It measures the amplitude and phase of the two signals. The group delay is expressed in terms of the phase as follows:

$$
\begin{equation*}
\tau_{g}(\lambda)=\frac{\varphi_{A}-\varphi_{B}}{\omega_{m}} \tag{5.2}
\end{equation*}
$$

where $\varphi_{A}$ and $\varphi_{B}$ are the phases of the two signals and $\omega_{m}$ is the modulation angular frequency. The phase is measured at multiple points over one FSR of the device. It is not possible to measure the absolute group delay, because the total group delay is the sum of the delays of the extra fiber length in the device branch of the measurement
setup, total length of the channel waveguides and the filter, but we are only interested in the variation of the delay, which comes from the filter.


Figure 5.21: Group delay measurement setup.

### 5.8.2.2 Measurement

The group delay response was measured for the MZI + ring filter with an FSR $=50$ $\mathrm{GHz}\left(=0.4 \mathrm{~nm}, T_{M Z I}=20 \mathrm{ps}\right.$ ). The result is shown in Figure 5.22b. A tunable laser was swept in 5 pm step. The modulation frequency was 1 GHz . A good fit to the data was achieved using the theoretical model of the filter. The fitted parameters for the differential loss of the MZI and power coupling ratios of the tunable couplers were $0.7 \mathrm{~dB}(=1.7 \mathrm{~dB} / \mathrm{cm})$ and $\kappa=0.52$, respectively. The fitted waveguide loss is identical to the measured waveguide loss performed by the cutback method. The powercoupling ratio of the MZI can be retuned to the correct value of 0.5 . The power coupling ratio to the ring was $\kappa_{\mathrm{r}}=0.59$, which is identical to the DC measurement. The measured transmission, group delay and dispersion are also shown in Figure 5.22. The maximal group delay difference in the passband is 44 ps . The dispersion (maximal slope) in the passband is $1660 \mathrm{ps} / \mathrm{nm}$, which is roughly equal to 100 km of standard single mode fiber ( $=17 \mathrm{ps} / \mathrm{nm} / \mathrm{km}$ ).


Figure 5.22: Measured (a) intensity spectrum, (b) group delay (and theoretical fit with parameters $\kappa_{r}=0.59, \kappa_{M Z I}=0.52$ and differential loss: $\gamma_{M Z I}=0.7 \mathrm{~dB}$ ) and (c) dispersion of the MZI + Ring filter.

### 5.9 Discussion and conclusion

### 5.9.1 Comparison of Resonant coupler and MZI + Ring filter

Both RC's and MZI + Ring have advantages and disadvantages, which will be discussed next.

- The MZI + ring resonator gives better passband flattening and stopband broadening than the three stage RC.
- Only two tuning elements are needed for the MZI + Ring to tune the device whereas the 3 stage slicer needs three tuning elements. The heaters on the tunable couplers are not taken into account here, since they can be replaced by standard 3 dB DC's.
- Both filters have dispersion. Cascading (see section 2.3 and 2.5) two center mirrored RC's results in zero dispersion, which is not possible for the MZI + Ring, since it has always the same dispersion curves for al transfers.
- Birefringence is a problem for the MZI+ Ring filter, since not only the straight waveguide must have low birefringence but also the bent waveguides of the ring, which results in restrictions in design freedom of the bend waveguide.
- The FSR of the MZI + Ring is restricted by the minimum achievable circumference (restricted by the minimum bend radius) of the Ring. The FSR of the measured filter was $0.4 \mathrm{~nm}(50 \mathrm{GHZ})$. Probably 100 GHz is the highest FSR the can be realized using the type II waveguide. The RC does not have this restriction.


### 5.9.2 Conclusions

Three different ADM's based on the binary tree configuration have been designed, fabricated, measured and packaged. The overall performance was good and is shown in table 5.1. The measured isolation of the neighboring channels of the in-to-drop measurement was at least -18 dB , which is less than the design value of at least -35 dB . This deviation can be directly ascribed to the measured crosstalk ( -11 to -19 dB ) of the individual slicers compared to the design (better than -25 dB ). Better control of the fabrication process directly results in better crosstalk. Addition of post filters can also improve the crosstalk of the filter curves.

An MZI + ring resonator can be used as an alternative for the lattice type filters. This filter has also been designed, fabricated and measured. The measured crosstalk is -14 dB for TM and -12 dB for TE polarized light respectively. The deviations of the measured devices from the theory are mainly due to errors in the fabrication, which gave large offset of the couplers. The measured power-coupling ratio to the ring was 0.59 for TM and 0.52 for TE polarization, which deviates from the designed 0.82 . The measured waveguide loss was $1.7 \mathrm{~dB} / \mathrm{cm}$ for the wafer with functioning filter, which is considerably high. Waveguide loss of $0.4 \mathrm{~dB} / \mathrm{cm}$ has been measured on a different wafer. These deviations were directly measured using cutback method and could also be found from the model fit to the filter measurements. The passband of
the filter is a little bit rounded, which can be explained by loss in the ring, which is higher near resonance.

The cause of the deviation of the DC is a too high index contrast and a new fabrication run will probably give correct index contrast.

The measured maximum dispersion is $1660 \mathrm{ps} / \mathrm{nm}$ (equal to about 100 km single mode fiber), which deviates from the designed value of $1112 \mathrm{ps} / \mathrm{nm}$. The distance between the maximum and minimum dispersion (in the passband) is 0.18 nm (is $44 \%$ of the FSR), which is almost equal to the distance for the designed filter ( $42 \%$ ). Again the model could be fit to the measurement using the same parameters as found in the model fit of the power transfer measurement.

The filter does not work for both TE and TM without retuning the ring. The shift between the TE and TM curve after tuning the ring was $0.03 \mathrm{~nm}(=0.08 *$ FSR), which is equal to a birefringence of $3 * 10^{-5}$. However it is possible that the curves have been translated over a full FSR, since a birefringence of $4 * 10^{-4}$ already give that result. Best way to measure the birefringence is the measurement of the shift of the filter curve of a standard MZI filter with larger FSR, so that shift over one FSR is not possible. Active tuning of the birefringence is also a possibility. Laser trimming using amorphous Silicon [Takato 1990] or hydrogen soaking [Chen 2002] are good options.

## Chapter 6: Summary and future directions

### 6.1 Summary

This thesis deals with the realization of a binary tree based Add-drop multiplexer. Summary of the individual chapters is presented below:

- Chapter 1: The network architecture, network node and individual network components are described. One component is the Add-drop-multiplexer ( ADM ). The ADM dealt in this thesis is a binary tree ADM . The functioning of the binary tree ADM is explained and the wavelength slicer is introduced as a building block.
- Chapter 2: A mathematical basis is needed to design the slicers. Since the functioning of the slicers is based on interference in a delay line, z -transform description, a well-known concept in digital signal theory, turned out to be a good basis for understanding and design of the slicer. Two types of slicers have been introduced namely: the lattice type filter, which consists of cascaded delay lines, and the Mach-Zehnder + ring filter, which consists of one delay line and a ring resonator. The parameters for the filters have been optimized in order to obtain good functioning slicers.
- Chapter 3: The design of several basic building blocks has been described:
- The waveguide used in the design of the filter is a buried waveguide channel that has low birefringence. Low loss fiber to chip coupling can be obtained by lateral tapering of the waveguide and using high numerical aperture fiber.
- An adiabatic bend waveguide has been designed in order to obtain low bendloss and small bendradius.
- The power-coupling element that will be used in the filters is a directional coupler (DC). A DC has been designed and the sensitivity to changes of fabrication parameters has been examined.
- A tunable coupler has been designed, which enables tuning of the power coupling ratio during the measurement. The heater needed for tuning the device has been designed and the necessary power has been calculated.
- Two different slicers have been designed, where the lattice type have been designed at IBM using their building blocks, and the MZI + ring
has been designed a LDG using the building blocks described in this chapter.
- Three different full add-drop multiplexers (1-from-4, 1-from-8 and 1-from-16) have been designed (and fabricated) at IBM making use of the lattice type slicers.
- Chapter 4: Much effort and time has been put in the fabrication of the devices. Plasma enhanced chemical vapor deposition (PECVD) has been used to realize the SiON layer stack. Two different approaches have been taken to realize the channel waveguides. A fabrication process that makes simultaneous use of the strong aspects of both approaches has not been found yet. Although the functional performance of the device has been proven, waveguide loss is still quite high and the yield is low. Additional effort has to be done in improvement of the waveguide and yield.
- Chapter 5: The first component that has been tested is the channel waveguide. Waveguide loss has been measured using the cutback method. The loss varied form $0.5 \mathrm{~dB} / \mathrm{cm}$ to $3.6 \mathrm{~dB} / \mathrm{cm}$, which again stresses the need for additional research on the fabrication process. Bend loss has been measured on standard (constant bendradius and no offset in the waveguide) and adiabatic bends and the loss is $0.1 \mathrm{~dB} / 90^{\circ}$ at a bendradius of $800-850 \mu \mathrm{~m}$ for the standard bend. The minimal bend radius is $500 \mu \mathrm{~m}$ for the adiabatic bend having equal loss $\left(0.1 \mathrm{~dB} / 90^{\circ}\right)$. The coupling length of the DC has been measured and is 354 $\mu \mathrm{m}$ for TM polarized light. This deviates considerably from the calculated 257 $\mu \mathrm{m}$. Probably the contrast of the waveguide is too high. Although the measured isolation of the 2 and 3 -stage slicer is somewhat higher than designed, passband flattening and stopband broadening is clearly observed. The insertion loss was very low ( $<0.2 \mathrm{~dB}$ ). Passband flattening and stopband broadening is also clearly observed for the MZI+Ring filter (fabricated at MESA ${ }^{+}$). The passband of the filter is rounded due to the "relatively high" channel loss of $1.7 \mathrm{~dB} / \mathrm{cm}$. The measured isolation is 14 dB , which is also lower than designed. The cause is the deviation of the power coupling to the ring. The wavelength dependent dispersion of the filter has been measured and the model could be fit to the measurement. A 1-from-4, 1-from-8 and 1-from-16 ADM have been realized at IBM. The channel spacing is 200 GHz ( 1.6 nm wavelength). Polarization dependent shift of the filter curves was less than 0.2 nm . The devices were packaged and installed in a control box. The fiber-to-fiber loss varied from 4 to 8 dB . The isolation was at least 18 dB at the drop port and varied from 21 to 31 dB for the drop channel at the output port. The maximal needed power per heater is 0.6 W .


### 6.2 Future directions

### 6.2.1 Technology

Improvement of SiON etch process:
The most time consuming part of my work was the realization of the devices at the MESA ${ }^{+}$cleanroom. Especially the realization of good waveguide channels was difficult. It was not possible to use standard photoresist as mask during etching of the SiON core because it is not compatible with the used etch gasses $\mathrm{SF}_{6}$ and $\mathrm{CHF}_{3}$, used in the RIE process. The process would have simplified a lot if that was possible. So I can recommend to solve this problem first. Some possible solutions are: Search for a different type of photoresist that can withstand the two etch gasses, or extensively investigate different etching processes (and machinery). Always keep in mind: The fabrication process must be kept simple. In the fabrication chapter we described two processes one with metal mask and one with thick resist mask. The metal mask gave well-defined channels but the surface of the etched wafer was rough. When thick resist was used as mask, the sidewall of the channel was rough after RIE, because the resist was severely attacked. The rough surface of the wafer after RIE can be prevented by dipping the wafer in a cleaning solution prior to the RIE etching. The solution removes contamination (that acts as unwanted mask during RIE) from the surface. Unfortunately this dip is only possible when resist is used as mask and not for a metal mask, because cleaning solution removes the metal mask.

Removal of the gap next to the channel in the uppercladding:
The gap can be removed by adding phosphorus and/or boron in the uppercladding during PECVD deposition. The layer will now melt and flatten when it is heated.

Extension of the lifetime of the heaters:
Further research has to be put into extension of the lifetime of the chromium heaters. The maximal power was 0.6 W over a length of 1.5 mm and a width of $20 \mu \mathrm{~m}$. Possible solutions are: longer heaters, covering of the heaters with a thin layer of SiN or a different heater material.

Trimming of the birefringence:
Further research has to be put in control of the birefringence. Since it is difficult to obtain low birefringence, especially for small FSR filters, active control of the birefringence seems to be a good option. Laser trimming using amorphous Silicon [Takato 1990] or hydrogen soaking [Chen 2002] are good options.

Dilemma
During my four year work on this project I worked at two research groups namely at the Lightwave Devices Group (LDG) at the university of Twente and at the Optical Networking Group of IBM in Switzerland. At IBM I was able to make use of a highly optimized and standardized fabrication process. So my major work was the design of the ADM using their standard building blocks. The fabrication was more or less standardized and much effort was put in keeping the fabrication process within its
specs. Most of the devices worked after the first run. The deposition and etch equipment was dedicated for this process.

The fabrication process used at MESA ${ }^{+}$was only for my project and a lot of effort has been put in the optimization and standardization but there are still many steps that can be optimized. The equipment is also used by many other users all having their on materials and processes. This counts especially for the RIE machine. We could already improve the stability by using a dedicated (only for SiON ) etch chamber but this is still not optimal.

So I think that it is very important that the designed waveguide is going to be used by more than one PhD student. This is the only way that the knowledge will be kept in our group. One can try to write everything down but the most important things are the little things that are not written down.

### 6.2.2 New Devices

My work ended with the realization of the MZI+ring slicer. It would be nice to make a complete ADM using this filter. Addition of even more rings and delay lines to have even better filter curves would be a real challenge.

Many different type of devices can be designed that make use of delay lines and ring resonators such as: Add-drop multiplexers, gain equalizers, channel equalizers, dispersion compensators, but also modulators and sensors that exploit of the steep phase change of ring resonators.

A disadvantage of the field is that it is already extensively researched. Many papers have already written and it is difficult to find things that are really new. The best opportunity for innovative device design will be in complex composite structures. Here I again stress that the technology must be improved to realize those devices.

## Appendix

## A1 ADM design considerations

The following information has been taken from Clarendon Photonics (http://www.clarendonphotonics.com)

## Channel plan

The channel plan includes the number of wavelengths, their spacing and width, and the channel center wavelengths, which, will be used in a WDM network. The International Telecommunications Union (ITU) defines allowed channel optical frequencies. The wavelength centers of these frequencies are referenced in the ITU Grid.

## Channel center accuracy

Channel center accuracy is the allowable offset from the ITU channel wavelength. Low cost laser sources with relaxed channel offset specifications drive tighter channel offsets for the ADM. Typical center channel accuracy is $+/-0.05 \mathrm{~nm}$.

## Passband

The flatness of the peak around each central frequency is critical in determining a component response to an incident wavelength band having a central frequency that does not coincide with that of the component. Telcordia GR-1209 (Bellcore) calls for the following bandwidths as fractions of the channel spacing.

| Spectral Width at $[\mathrm{dB}]$ | Factor $x$ channel spacing | 100 GHz Bandwidth |
| :--- | :--- | :--- |
| -1 | $>0.35$ | $>35 \mathrm{GHz}$ |
| -3 | $>0.50$ | $>50 \mathrm{GHz}$ |
| -20 | $<1.5$ | $<150 \mathrm{GHz}$ |
| -30 | $<2.2$ | $<220 \mathrm{GHz}$ |

Table A1: Telcordia GR-1209

## "Flat-top" passband

A wider \& flatter ADM filter response is highly desirable in metro networks because it allows the inclusion of lower cost lasers with relaxed channel offset specifications.


Figure A.1: Channel spacing.
For a reconfigurable ADM incorporating all-optical switching, cumulative narrowing drives "flatter top" filter line shape requirements.

## "Cumulative Narrowing"

Cumulative narrowing is the effect of the filter line shape narrowing as the signal passes through a series of filters.

## Clear Window

The "clear window" is a defined band of wavelengths around each ITU center frequency. Worst-case values are specified within the "clear window" of all channels and for all polarizations. This approach eliminates the need to calculate the effects of the filter line shape, center channel accuracy and polarization.


Figure A.2: Clear window
Typically, the clear window is defined as $25 \%$ of the channel spacing. For 100 GHz spacing, the clear window is defined as the ITU center wavelength $+/-12.5 \mathrm{GHz}(+/-$ 0.10 nm ). Insertion loss, isolation and return loss specifications reference the clear window.

## Insertion loss

Insertion loss is the maximum difference between input power and output power. It is the maximum loss through the device within any clear window for all polarizations. Insertion loss is specified separately for ADM drop and express ports. Insertion loss is measured fiber-to-fiber and does not include connector loss.


Figure A.3: Insertion Loss
As the insertion losses of discrete network components compile, amplifiers are required to regenerate the signal. Considering that amplification is the most costly function of the network, the minimization of insertion loss is critical.

## Uniformity

Insertion loss uniformity is the difference in insertion loss between the best case and worst-case channels.


Figure A.4: Insertion Loss Uniformity

Non-uniformity increases the uncertainty in power at the receiver and thus, increases the required dynamic range of the receiver and reduces its sensitivity.

## Ripple

Ripple is the difference between the minimum and maximum insertion loss within the clear window for all polarizations. For an OADM, ripple is specified for the worstcase port.


Figure A.5: Ripple

## Isolation and Crosstalk

Isolation is the amount of unwanted power in a channel clear window from other channels relative to the output power of the device.

Crosstalk is the amount of unwanted power in a channel clear window from other channels relative to the input power. The difference between isolation and crosstalk is insertion loss.

Telcordia GR-1209 recommends isolation greater than or equal to -25 dB for bit rates up to at least $10 \mathrm{~Gb} / \mathrm{s}$. Although systems can operate up to $10 \mathrm{~Gb} / \mathrm{s}$ with isolation of -15 dB , if one transmitter fails and the receiver sensitivity is high or the transmission distance is short, the receiver can lock, on the wrong signal.

## Adjacent Channel Isolation

Adjacent channel isolation of a channel is the difference between the maximum intensity in the channel's clear window and the maximum intensity within an adjacent clear window. Maximum intensities are determined for any polarization state within the clear window.


Figure A.6: Adjacent channel isolation

## Total Channel Isolation

Total channel isolation is the sum of maximum isolation values from all other channels. Non-adjacent channel isolation of a channel is the difference between the maximum intensity in the channel's clear window and the maximum intensity within a non-adjacent clear window. Maximum intensities are determined for any polarization state within the clear window.

TotalChannelIsolation $=\sum$ Adjacent $\&$ Non - Adjacent


Figure A.7: Total channel isolation

## Extinction Ratio

For an ADM, the extinction ratio is the leakage of the express channel signal into the drop port relative to power out when the switch is in the bar state. It is the ratio of the express channel input to the drop channel output. It is specified for the worstcase scenario.

## Return Loss

Return loss is the fraction of power transmitted from an input port back to the same input port in units of dB . Return loss is the maximum reflection within the clear windows of the selected channels for all polarizations. For an ADM, return loss is specified as the maximum value of any input or add channel ports.
Low return loss minimizes noise associated with reflections back to the laser source and noise caused by multiple reflection paths. Both result in a system power penalty. Return loss of less than or equal to -40 dB is typically sufficient for bit-rates to at least $10 \mathrm{~Gb} / \mathrm{s}$.

## Polarization

## Polarization Dependent Loss (PDL)

PDL is the variation in insertion loss as the state of polarization of the incident signal is varied over all orientations. It is the maximum difference in insertion loss over all orientations of light at any wavelength within the clear window.


Figure A.8: Polarization dependent loss \& polarization dependent wavelength

## Polarization Dependent Wavelength (PDW)

PDW is the maximum variation in peak wavelength found as the incident light is varied over all states of polarization.
Wavelength variation effectively reduces the usable passband of the respective device channel. The usable bandwidth is the passband minus PDW minus the ITU channel offset.
Telcordia GR-1209 advises that the deviation from the nominal central ITU wavelength shall not exceed $20 \%$ of the channel spacing for all incident states of polarization. For 100 GHz channel spacing, PDW should not exceed 20 GHz .

## Polarization Mode Dispersion (PMD)

A signal passing through a component will experience some delay. The variation of this delay with polarization state changes is the PMD of the device. In fiber cable, PMD is statistical, varying with time and changes in wavelength, temperature and vibration. With components, PMD is more stable.
According to Telcordia GR-1209, the maximum allowable PMD at all operating wavelengths is $0.1(1+\log 2 \mathrm{~N})$ ps where N is the number of channels. The total system PMD must be less that $10 \%$ of the bit period. For example, the total PMD resulting from all components and fiber in the optical path should not exceed 10 ps for a data rate of $10 \mathrm{~Gb} / \mathrm{s}$.

## A2 Reverse polynomial

Let $H_{N}(z)$ be N -order (filter) polynomial written as

$$
\begin{equation*}
H_{N}(z)=h_{0}+h_{1} z^{-1}+h_{2} z^{-2}+\ldots+h_{N} z^{-N} \tag{1}
\end{equation*}
$$

This expression can also be written in terms of the roots of a the polynomial as follows:

$$
\begin{equation*}
H_{N}(z)=\Gamma z^{-N} \prod_{n=1}^{N}\left(z-z_{n}\right) \tag{2}
\end{equation*}
$$

The roots $\left(z_{n}\right)$ are called zeroes of the polynomial and lie somewhere in the complex z-plane. A related function, the so-called reverse polynomial $H_{N}^{R}(z)$ is obtained for the case that the zeroes are reflected about the unit circle $\left(z_{n} \rightarrow 1 / z_{n}^{*}\right)$ :

$$
\begin{equation*}
H_{N}^{R}(z)=\Gamma z^{-N} \prod_{n=1}^{N}\left(z-1 / z_{n}^{*}\right) \tag{3}
\end{equation*}
$$

or in polynomial representation

$$
\begin{equation*}
H_{N}^{R}(z)=h_{N}^{*}+h_{N-1}^{*} z^{-1}+h_{N-2}^{*} z^{-2}+\ldots+h_{0}^{*} z^{-N} \tag{4}
\end{equation*}
$$

where $h_{N}^{*}$ is the complex conjugate of $h_{N}$. The reverse polynomial can be obtained from $H_{N}(z)$ using the linear operation $H_{N}^{R}(z)=z^{-N} H_{N}^{*}\left(z^{*-1}\right)$. When two filters having response $H_{N}(z)$ and $H_{N}^{R}(z)$ are cascaded, the total response is the product $H_{N}(z) H_{N}^{R}(z)$. This response can be evaluated over the unit circle by insertion of $z^{-1}=e^{-j \omega^{\prime}}$ giving

$$
\begin{equation*}
H_{N}(\omega) H_{N}^{R}(\omega)=H_{N}(\omega) e^{-j \omega N} H_{N}^{*}(\omega)=\left|H_{N}(\omega)\right|^{2} e^{-j \omega N} \tag{5}
\end{equation*}
$$

It is the square magnitude response times a linear decaying phase, which means that this cascade has no dispersion.

## A3 Power Conservation

As we saw, power conservation gives us a relation between the cross and the bar transfer of the MZI. The sum of the output powers of a lossless filter is always equal to the sum of the input powers,

$$
\begin{equation*}
\sum_{n=1}^{N}\left|E_{n, \text { in }}\right|^{2}=\sum_{n=1}^{M}\left|E_{n, \text { out }}\right|^{2} \tag{6}
\end{equation*}
$$

Where $M$ is the number of outputs and $N$ the number of inputs. Let $\boldsymbol{S}$ be the scattering matrix of a filter, which relates the inputs to the outputs.

$$
\begin{equation*}
E_{\text {out }}=\boldsymbol{S} \cdot E_{\text {in }} \tag{7}
\end{equation*}
$$

Here a simplified version of the scatter matrix is used, where possible reflections in the device are neglected. In fact we are considering a transfer matrix here, since inputs and outputs are each in their own plane, and the impedances at all inputs and outputs are the same.

This power conservation is equivalent to the requirement that the matrix be unitary. A matrix is unitary when $\boldsymbol{S}^{\dagger} \boldsymbol{S}=\boldsymbol{I}$, where $\boldsymbol{I}$ is the identity matrix and $\boldsymbol{S}^{\dagger}$ is the Hermitian transposed matrix of $\boldsymbol{S},\left(s_{i j}^{\dagger}=s_{j i}^{*}, s_{j i}^{*}\right.$ being the complex conjugate of $\left.s_{j i}\right)$. The determinant of a unitary matrix can always be written as $\operatorname{Det}(\boldsymbol{S})=e^{j \varphi_{d}}$.The power conservation has the following consequences for a $2 \times 2$ port filter. Let the scattering matrix be given by

$$
\boldsymbol{S}=\left[\begin{array}{ll}
s_{11} & s_{12}  \tag{8}\\
s_{21} & s_{22}
\end{array}\right]
$$

This matrix is unitary when $\boldsymbol{S}^{-1}=\boldsymbol{S}^{\dagger}$

$$
e^{-j \phi_{d}}\left[\begin{array}{cc}
s_{22} & -s_{12}  \tag{9}\\
-s_{21} & s_{11}
\end{array}\right]=\left[\begin{array}{ll}
s_{11}^{*} & s_{21}^{*} \\
s_{12}^{*} & s_{22}^{*}
\end{array}\right]
$$

giving the following relations

$$
\begin{align*}
& \left|s_{11}\right|=\left|s_{22}\right| \\
& \left|s_{12}\right|=\left|s_{21}\right| \\
& \left|s_{11}\right|^{2}+\left|s_{12}\right|^{2}=1  \tag{10}\\
& \left|s_{21}\right|^{2}+\left|s_{22}\right|^{2}=1 \\
& s_{11} s_{12}^{*}+s_{21} s_{22}^{*}=0
\end{align*}
$$

So for a unitary matrix the sum of the square magnitude of the elements of a row is equal to one, which is in reality power conservation. With the relation, the magnitudes of all elements can be calculated if only one of the is given.

## A4 Several lattice filter designs

The design steps are.

1. Placement of the zeroes of the bar transfer $A(z)$ in the complex plane.
2. Calculation of the polynomial $A(z)$ from the chosen zeros.
3. Calculation of all possible zeroes for the cross transfer $B(z)$ and $B^{R}(z)$.
4. Assigning the zeroes to $B(z)$ and $B^{R}(z)$.
5. Calculation of the polynomials $B(z)$ and $B^{R}(z)$
6. Calculation of $\kappa$ 's and $\varphi$ 's from $A(z)$ and $B(z)$.

The following matrix gives the transfer of the filter.

## A4.1 Third order filter

Polynomial $A$ has three roots. Two lie on the unit circle $\left(z_{A 1}=1 \angle 2.79, z_{A 2}=1 \angle\right.$ 2.79) and are fixed; the third $z_{A 3}$ can be chosen inside or outside the unit circle; the 2 possible solutions have been labeled $A_{1}$ and $A_{2}$ :

|  | $z_{A 3}$ |
| :--- | :---: |
| $A_{1}$ | $z_{A}=3.467 \angle 0$ |
| $A_{2}$ | $z_{A}=0.288 \angle 0$ |

Polynomial $B$ also has three roots. Two lie on the unit circle ( $z_{B 1}=1 \angle 0.351, z_{B 2}=1$ $\angle-0.351)$ and are fixed. For the third one, $z_{B 3}$, there is a choice:

|  | $z_{B 3}$ |
| :--- | :---: |
| $B_{1}$ | $z_{B}=3.467 \angle \pi$ |
| $B_{2}$ | $z_{B}=0.288 \angle \pi$ |

The four solutions (permutations) for the third order filter are given in the following table:

|  | $\kappa_{0}$ | $\kappa_{1}$ | $\kappa_{2}$ | $\kappa_{3}$ | $\varphi_{1}$ | $\varphi_{2}$ | $\varphi_{3}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $A_{1} B_{1}$ | 0.923 | 0 | 0.716 | 0.5 | 0 | 0 | 0 |
| $A_{1} B_{2}$ | 0.5 | 0.716 | 0 | 0.923 | 0 | 0 | 0 |
| $\boldsymbol{A}_{2} \boldsymbol{B}_{1}$ | $\mathbf{0 . 5}$ | $\mathbf{0 . 7 1 6}$ | $\mathbf{0}$ | $\mathbf{0 . 0 7 7}$ | $\pi$ | $\mathbf{0}$ | $\pi$ |
| $A_{2} B_{2}$ | 0.077 | 0 | 0.716 | 0.5 | $\pi$ | 0 | $\pi$ |

## A4.2 Fifth order filter

Polynomial $A$ has five roots. Three lie on the unit circle and are fixed ( $z_{A 3}=1 \angle$ $0.625, z_{A 4}=1 \angle 0, z_{A 5}=1 \angle 0.625$ ), and the other two ( $z_{A 1}$ and $z_{A 2}$ ) have been chosen out from mirror transformations of point $z_{A}: z_{A}, z_{A}^{*}, \frac{1}{z_{A}}$ and $\frac{1}{z_{A}^{*}}$.
The following combinations, labeled $\mathrm{A}_{1} \ldots \mathrm{~A}_{4}$, are possible:

|  | $z_{A 1}$ | $z_{A 2}$ |
| :--- | :--- | :--- |
| $A_{1}$ | $z_{A}=2.636 \angle 2.63$ | $z_{A}^{*}=2.636 \angle-2.63$ |
| $A_{2}$ | $z_{A}=2.636 \angle 2.63$ | $\frac{1}{z_{A}}=0.379 \angle-2.63$ |
| $A_{3}$ | $\frac{1}{z_{A}^{*}}=0.379 \angle 2.63$ | $z_{A}^{*}=2.636 \angle-2.63$ |
| $A_{4}$ | $\frac{1}{z_{A}^{*}}=0.379 \angle 2.63$ | $\frac{1}{z_{A}}=0.379 \angle-2.63$ |

Polynomial $B$ has five roots. Three lie on the unit circle and are fixed ( $z_{B 3}=1 \angle$ 2.517, $z_{B 4}=1 \angle \pi, z_{B 5}=1 \angle 2.517$ ), and the other two have been chosen from mirror transformations of point $z_{B}: z_{B}, z_{B}^{*}, \frac{1}{z_{B}}$ and $\frac{1}{z_{B}^{*}}$.
The following combinations are possible:

|  |  |  |
| :--- | :--- | :--- |
| $B_{1}$ | $z_{B}=2.636 \angle+0.516$ | $z_{B}^{*}=2.636 \angle-0.516$ |
| $B_{2}$ | $z_{B}=2.636 \angle+0.516$ | $\frac{1}{z_{B}}=0.379 \angle-0.516$ |
| $B_{3}$ | $\frac{1}{z_{B}^{*}}=0.379 \angle+0.516$ | $z_{B}^{*}=2.636 \angle-0.516$ |
| $B_{4}$ | $\frac{1}{z_{B}^{*}}=0.379 \angle+0.516$ | $\frac{1}{z_{B}}=0.379 \angle-0.516$ |

The sixteen solutions (permutations) for the fifth order filter are given in the following table:

|  | $\kappa_{0}$ | $\kappa_{1}$ | $\kappa_{2}$ | $\kappa_{3}$ | $\kappa_{4}$ | $\kappa_{5}$ | $\varphi_{1}$ | $\varphi_{2}$ | $\varphi_{3}$ | $\varphi_{4}$ | $\varphi_{5}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $A_{1} B_{1}$ | 0.0203 | 0 | 0.195 | 0 | 0.794 | 0.50 | 0 | $\pi$ | 0 | $\pi$ | 0 |
| $A_{1} B_{2}$ | 0.126 | 0.359 | 0.491 | 0.491 | 0.359 | 0.126 | 0.516 | 1.221 | 0 | -1.221 | -0.516 |
| $A_{1} B_{3}$ | 0.126 | 0.359 | 0.491 | 0.491 | 0.359 | 0.126 | -0.516 | -1.221 | 0 | 1.221 | 0.516 |
| $\boldsymbol{A}_{\boldsymbol{\prime}} \boldsymbol{B}_{4}$ | $\mathbf{0 . 5 0}$ | $\mathbf{0 . 7 9 4}$ | $\mathbf{0}$ | $\mathbf{0 . 1 9 5}$ | $\mathbf{0}$ | $\mathbf{0 . 0 2 0 3}$ | $\mathbf{0}$ | $\pi$ | $\mathbf{0}$ | $\pi$ | $\mathbf{0}$ |
| $A_{2} B_{1}$ | 0.126 | 0.359 | 0.491 | 0.491 | 0.359 | 0.874 | 2.625 | -4.363 | $\pi$ | -1.920 | 0.516 |
| $A_{2} B_{2}$ | 0.50 | 0.554 | 0 | 0.895 | 0 | 0.50 | 1.571 | -1.669 | 1.669 | -1.647 | 0.0759 |
| $A_{2} B_{3}$ | 0.50 | 0 | 0.895 | 0 | 0.554 | 0.50 | -1.571 | 0 | $\pi$ | $-\pi$ | 1.571 |
| $A_{2} B_{4}$ | 0.874 | 0.359 | 0.491 | 0.491 | 0.359 | 0.126 | -0.516 | 1.920 | $\pi$ | -4.363 | 2.625 |
| $A_{3} B_{1}$ | 0.874 | 0.359 | 0.491 | 0.491 | 0.359 | 0.126 | -2.625 | 4.363 | $-\pi$ | 1.920 | -0.516 |
| $A_{3} B_{2}$ | 0.50 | 0 | 0.895 | 0 | 0.554 | 0.50 | 1.358 | 0.213 | 0.356 | -0.356 | -1.571 |
| $A_{3} B_{3}$ | 0.50 | 0.554 | 0 | 0.895 | 0 | 0.50 | -1.571 | 2.956 | -2.956 | 0.125 | 1.445 |
| $A_{3} B_{4}$ | 0.126 | 0.359 | 0.491 | 0.491 | 0.359 | 0.874 | -0.516 | 1.920 | $-\pi$ | 4.363 | -2.625 |
| $A_{4} B_{1}$ | 0.50 | 0.794 | 0 | 0.195 | 0 | 0.980 | $\pi$ | 0 | $\pi$ | 0 | 0 |
| $A_{4} B_{2}$ | 0.874 | 0.359 | 0.491 | 0.491 | 0.359 | 0.874 | 2.625 | -1.221 | 0 | 1.221 | -2.625 |
| $A_{4} B_{3}$ | 0.874 | 0.359 | 0.491 | 0.491 | 0.359 | 0.874 | -2.625 | 1.221 | 0 | -1.221 | 2.625 |
| $A_{4} B_{4}$ | 0.980 | 0 | 0.195 | 0 | 0.794 | 0.50 | $\pi$ | $\pi$ | 0 | $\pi$ | $\pi$ |
|  |  |  |  |  |  |  |  |  |  |  |  |
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## Samenvatting (Dutch)

Deze samenvatting is een bewerking van de samenvatting in hoofdstuk 6 .
Dit proefschrift beschrijft de realisatie van binaire boom gebaseerde Add-drop multiplexers en kan als volgt worden samengevat:

- Hoofdstuk 1 'Introduction’: de architectuur van het netwerk, een knooppunt en de individuele componenten in een netwerk worden beschreven. De Add-drop-multiplexer ( ADM ) is een van deze componenten. Een ADM gebaseerd op een binaire boom structuur wordt behandeld en de golflengte splitser (onderdeel van de ADM) wordt besproken.
- Hoofdstuk 2 'Theory and mathematical design of passband flattened slicers': in dit hoofdstuk wordt de wiskundige basis gelegd die nodig is voor het ontwerp van de golflengte splitsers. De splitsers, asymmetrische MachZehnder Interferometer (MZI), kunnen goed beschreven en ontworpen worden door gebruik te maken van de zogeheten z-transformatie (bekend uit de digitale signaal theorie.) Twee verschillende type splitsers zijn ontworpen namelijk het lattice-type filter bestaande uit gecascadeerde vertragingslijnen en een type waarbij een ring resonator gekoppeld is aan een enkelvoudige MZI. De filter parameters zijn geoptimaliseerd voor gewenste filter curven.
- Hoofdstuk 3 'Device design': dit hoofdstuk beschrijft het geïntegreerd optisch ontwerp van verschillende bouwblokken die nodig zijn voor de ADM en eindigt bij het volledig ontwerp van de ADM:
- Als eerste wordt het ontwerp van het kanaal besproken. Deze is van het zogenaamde buried waveguide type en heeft een kleine dubbelbreking. De optische verliezen tussen fiber en chip kunnen laag gehouden worden door gebruik te maken van een high numerical aperture fiber en geleidelijke versmalling van het kanaal.
- Er wordt een adiabatische bocht ontworpen waarbij de bocht verliezen laag blijven en er toch een redelijk kleine bochtstraal behaald kan worden.
- De ontworpen koppelelementen (nodig in de filters) zijn van het directional coupler (DC) type. Tevens is de gevoeligheid van afwijkingen die tijdens fabricage kunnen ontstaan onderzocht.
- Er wordt een afstembare koppelaar ontworpen, waarmee de vermogens-verdeling tijdens de meting kan worden ingesteld. Het elektrisch vermogen dat nodig is voor deze instelling is berekend.
- Het ontwerp van de twee golflengte splitsers wordt besproken, waarbij de lattice type bij IBM is ontworpen met gebruikmaking van de daar aanwezige componenten en de MZI+ring die ontwordpen is op de

Universiteit Twente met gebruikmaking van hierboven beschreven bouwblokken.

- Als laatste worden de drie verschillende ADM's besproken die ontworpen en gefabriceerd zijn bij IBM.
- Hoofdstuk 4 'Device fabrication': er is veel tijd gestoken in het verkrijgen van een goed fabricage proces voor de devices. Plasma enhanced chemical vapor deposition (PECVD) wordt gebruikt voor het maken van het SiON lagenpakket. Twee verschillende methoden zijn toegepast voor het fabriceren van de kanalen. Helaas is er geen methode gevonden die de sterke aspecten van beide methoden combineert.
- Hoofdstuk 5 'Device performance': als eerste zijn de verliesmetingen van de kanalen uitgevoerd. Deze varieerden van 0.5 tot $3.6 \mathrm{~dB} / \mathrm{cm}$. Deze grote fluctuatie benadrukt de noodzaak voor extra onderzoek naar het fabricageproces. De bochtverliezen van de standaard (constante bochtstraal) en adiabatische bochten zijn gemeten. De bochtstraal dat een verlies geeft van $0.1 \mathrm{~dB} / 90^{\circ}$ is $500 \mu \mathrm{~m}$ voor de adiabatiche bocht en $800-850 \mu \mathrm{~m}$ voor de standaard bocht respectievelijk. De gemeten koppellengte van de DC is 354 $\mu \mathrm{m}$ voor TM gepolariseerd licht en wijkt af van de ontworpen $257 \mu \mathrm{~m}$. Waarschijnlijk is het index contrast van de gefabriceerde kanalen nog te hoog. De gemeten isolatie van de lattice filters is kleiner dan ontworpen, maar de verbreding van de stopband en de afvlakking van de doorlaatband is goed te zien. De gemeten verliezen van deze bij IBM gemaakte componenten is laag $(<0.2 \mathrm{~dB} / \mathrm{cm})$. De gemeten isolatie van het MZI_ring filter is lager dan ontworpen, maar de afvlakking van de doorlaatband en verbreding van de stopband is hier ook goed zichtbaar. De afwijking in de isolatie wordt veroorzaakt door de afwijking van koppeling van licht naar de ring. De dispersie van het filter is gemeten en de meting kwam overeen met het model. De drie ADM's gefabriceerd bij IBM zijn doorgemeten en de gemeten isolatie aan de drop poort is tenminste 18 dB en de isolatie (van het drop kanaal) aan de out poort varieerde van 21 tot 31 dB . De goed werkende ADM's zijn gepigtailed en gepackaged en de fiber naar fiber verliezen varieerden van 4 tot 8 dB .
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